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CHAPTER 1

Introduction

An integral part of modern society development or ancient man’s survival has under-

standably been centred on Metals, Metalloids and inter-metallics, since time immemo-

rial, largely on account of their properties like strength, durability and tunability. So-

cial developments and advancement has continuously bargained only for finer and

sophisticated replenishments of increasing human needs. These requirement based

tuning of the material characteristics from a limited set of elements in the periodic

table has become possible by mixing them for different combinations, understanding

their nature and manoeuvring for usages. The basic understanding, however, had

very limited scope, in a era prior to the quantum mechanics and related theoretical

developments, being the technicality was not instrumental enough to deal with the

microscopic details of materials. It is easily observed that the multiphase mixtures are

perplexed enough to follow the whatsoever purview of mixing. Alloy formation has

been a technologically important sector which seeks and fortifies the theoretical under-

standing needed for the purpose of their processing and designing so as to impart their

performance. The continuous efforts on theoretical part, specially, the post-quantum

concepts corroborated by emergent computational power has provided tangible expla-

nations for widely available experimental data. And together with all, the field has

been ever blooming.

In a detailed understanding, it is often natural to expect environmental and force-

field perturbations in the materials. Ideal smoothness and flawlessness qualities hardly

sustain, rather various types of disorders creep in, and as a matter of fact disorder be-

comes the most natural order of arrangements to be expected. These deviations from

idealness play crucially. All of these properties in the alloys stem from the chemical

structure and magnetic interactions of the system. “The analysis involve two steps: a

quantum mechanical determination of interactions in the solid and minimisation of the

free energy expression obtained by the techniques of statistical mechanics.”[Ber+88]

Addressing these developments, we carried out the electronic structure calculations,

1



1.1 : Disordered binary alloys 2

and correspondingly the chemical and magnetic properties analysis of random alloys

which consequently enabled us to theoretically understand and reason the experimen-

tally available phase diagrams.

1.1 Disordered binary alloys

After the eventful success in Quantum mechanics and its verifiable predictability one

has a very little problem in understanding the mechanism of solid formation and the

consequential dynamics involved. But typical to nature, the subtlety arises from vari-

ous interactions and driving potentials like thermal agitation, concentration gradient

etc. So what we encounter in our day-to-day life is not perfectly disciplined arrays of

atoms filling an underlying lattice of some ordered structure, for which a concept of

an abstract space, the reciprocal space comprised of the Bloch’s basis, is completely

broken to explain any of the electronic structure effects. The loss of translational

symmetry, however, is not unique to this situation. Rather, the analysis of many non-

disordered systems, like clusters (confined systems), surfaces (even for a ordered al-

loy) have the same kind of theoretical difficulties.

Disorder in solids, around the realm of crystalline structure, can be categorised,

broadly, into two types: structural and substitutional. The manifestation of the disor-

der by the disruption of the topology of the lattice is known as the structural disorder,

the description of which involves calculations of forces and movements of ions. The

substitutional disordering is rather based on the chemical properties of the alloy act-

ing on longer time scale. In substitutional disorder the underlying lattice remains

unchanged, only the sites of which are randomly occupied by different species of

atoms. In Fig.1.1, schematically shown 2D model of ordered and different disordered

patterns. Although both types of disorder are often relevant, In this thesis we shall

address only substitutional disordering due to chemical or magnetic instabilities. We

will explore theoretical techniques applicable to these scenario. We have specifically

looked into the binary alloys AxB1-x, where A and B are the constituent elements with

corresponding concentrations x and (1− x) respectively.

To deal such kinds of disorder, configuration averaging of physical quantities is the

most important and difficult part. This difficulty is overcome by introducing mean-

field theories [ES76; Fau82; Pra92] . In these approaches, the disordered system is

replaced by a lattice periodic effective medium, with effective atoms occupying lattice
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Figure 1.1: Schematic presentation of order and disorder by chemical substitution and
vacancy formation leading to structural deformation

sites. The Coherent Potential Approximation is one of the most successful technique

to evaluate the configuration averaging [Sov70]. However it is single-site mean field

approximation. It cannot accurately take into account the local correlations leading to

clustering or short-ranged order. Neither can it deal with disorder in the off-diagonal

part of the Hamiltonian that arises, for example, when there is a large difference in

the band widths of the constituents. With the realization of the need to go beyond

the CPA, several attempts have been reported. Among them, the Travelling cluster

approximation and Augmented Space Formalism (ASF) [Moo73a; Moo73b] are the

only approaches which have been proved to be analytic, while preserving the conser-

vation laws and sum rules. The ASF is originally developed in the tight binding frame

work provides self-consistent cluster coherent potential approximation in which one

can go beyond CPA in the systematic way. The ASF, therefore, is a generalization of

the CPA. We can introduce such approximations that short-ranged correlations are in-

cluded and the essential properties like positive definite spectral densities and, in cases

of homogeneous disorder, lattice translation symmetry of averaged quantities are all

preserved. ASF is one of alternatives suggested for CPA because it goes beyond stan-

dard mean-field approximations to consider randomness not only at a site but also in

its near neighbourhood.

In this thesis we have used both ASF and CPA in our calculations. The ordering ef-

fect in disordered alloys is studied using the Generalized Perturbation Method(GPM)

[Tur+88]. The expansion coefficients are small energy differences of large magni-

tudes. We have chosen the Orbital Peeling(OP) method to accurately obtain such small

energy differences. The GPM mapped our problem on to an effective Ising model for

doing magnetic phase analysis of disordered systems under consideration.

The exchange interaction energy is also computed from CPA Green’s function by

Liechtenstein formulation [AHS99; Lie+87] using magnetic force theorem. For this,
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Tight Binding Linear Muffin-tin Orbital Green Functions(TB-LMTO-GF) code is em-

ployed which works under the frame work of CPA technique.

1.2 Statistical Analysis

An accurate quantitative treatment of finite temperature instabilities of the alloy sys-

tems remains a challenge for the discussed ab-initio theories. From the exchange

interactions so obtained, that bear the chemical signature of the atoms, the statisti-

cal properties of the system with atoms distributed on the underlying lattice has to

be characterised. The mean-field analysis is, as always, necessary for the correct trend

identification, though it has its own limitations, specially in both low and high limits of

temperature. Spin wave theory for magnetic interactions are useful in low temperature

regime where the quantum effects are prevalent. The alloy systems we carried out the

studies on, as will see in proceeding discussions, have Ising type magnetic characters.

The chemical composition of a binary alloy has already one-to-one correspondence

with Ising model. Explicit cluster variation calculations are relatively laborious for the

improvements over mean-field results. Instead, we have used rigorous computational

numerical method widely used now-a-days, the Monte Carlo simulation to get results

closer to the experiments. We employed several alterations to optimize the simulation

by benefiting from modern computational architectures. The short-range ordering or

the local chemical ordering of some alloys in some compositions become prominently

active. Pure simulation is blind to this effect. We propose an assembled method of us-

ing Special Quasi-Random Structure (SQS) with Monte Carlo simulations to capture

and quantify this effect.

Different types of interactions are analysed differently. But the fact remains that

they have directly or indirectly, originated from the same electron cloud sitting on

atoms of the alloy. We extend the mean-field analysis, in this light, to combine the

different chemical and magnetic exchanges to govern a single dynamics. The increase

in complexity, however, limits the approximations heavily. Motivated by the quali-

tative mean-field results, we expanded the Monte Carlo simulation for this coupled

Hamiltonian and studied the dynamics.
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1.3 Main Objectives of the Present Study

The main aim of the present thesis is to study the electronic and magnetic properties of

disorder binary solids and the phase stabilities emerging from these properties. We car-

ried forward the Tight-binding linear muffin-tin orbital (TB-LMTO) based Augmented

Space Recursion (ASR) calculations. In conjunction with the Orbital Peeling (OP)

method the exchanges interaction strengths of magnetic and atomic pairs were cal-

culated. Disorder averaging based on the Coherent Potential Approximation (CPA)

in LMTO basis was also considered in some cases for magnetic force theorem based

Liechtenstein formulation to calculate the exchange interactions. And then we used

several mean-field based approaches and Monte Carlo simulations and its ameliora-

tions to deal with specific cases of alloys with signatures of theoretical complications.

The work largely involved computational developments and computations. The objec-

tive of this thesis, on the outset, can be summarised like this:

I. To study the electronic structure and magnetic properties of ordered alloys. Em-

ploying different methods of configuration averaging techniques to find ergodic

properties.

II. To study the atomic interactions of the alloy components by indirect methods

to energy differences as to say, counting poles and zeroes of the Greenian or

introducing small perturbations within the limits of magnetic force theorem or

by a brute force cluster decomposition approaches.

III. To study the phase change behaviours of alloys using the parametric information

obtained by aforementioned ab-initio calculations. We use several direct mean

field approaches to testify the experimental agreement. Then we step in to de-

veloping a fast Monte Carlo code with several programmatic tweaks to better use

modern computer architecture. And use that for our ongoing phase transitions

studies.

IV. To study the role of Short-range Ordering (SRO) effect in alloy phase transi-

tions from a statistical point of view. We contrived a method using Monte Carlo

simulation algorithms and Special Quasi-Random Structures (SQSs) to obtain

satisfactory insight.

V. To study the inter-dependence chemical and magnetic phase-fields and the cu-

mulative result on the phase diagram of alloys having suitable interaction strengths.
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Owing to the limits of mean-field approaches, again we re-frame our Monte Carlo

code for this coupled transitions and compare with experiments.

1.4 Oganization of the thesis

The thesis has been organized as follows:

I. In Ch.2, we shall briefly discuss, before delving into the studies carried in this

thesis, the necessary theoretical framework of electronic structure calculations

for solids.

II. Ch.3 deals with the development of inter-atomic exchange calculations and their

analysis in the context of FexAl1−x alloys. We’ll discuss about the development

of a rigorous Monte Carlo code with many possible optimisations to enhance the

speed of the simulation. We’ll standardise the results and compare with other

calculations.

III. In Ch.4, we discuss the aspect of the local ordering in disordered alloys quanti-

tatively in terms of SRO and it’s effect. We shall bring in the SQS approach into

the Monte Carlo simulations to account for SRO effects in alloys. We focus on

the FeCr alloy system for it’s long standing experimental literature highlighting

this effect recursively.

IV. The existing chemical and magnetic phase transitions of an alloy may happen

to come close enough to show some inter-dependence in terms of shifting in

transition temperature. Starting from an Ising like coupled Hamiltonian we will

look in to the problem and will then make some accurate numerical treatments

by combined Monte Carlo simulations in Ch.5.



CHAPTER 2

A Brief Rundown of Electronic Struc-
ture Claculations

Because a solid contains large number of electrons and nuclei in mutual interactions,

the dynamics of these particles in general can not be considered separately. The in-

teractions between the particles are Coulombic and their dynamics is in the regime

of quantum mechanics. This produces a set of equations to solve that is increasingly

tedious with the increase in system size and ultimately prohibitive for modelling an

actual chunk of solid. We need some kind of decoupling scheme based on judicious

assumptions so that the problem is manageable, yet the theory is congruous with the

observed phenomena. Recent developments in the field of computation has a biasing

effect on these theoretical evolutions. The conceptual efforts in the reduction of the

problem has geared towards the better suitability of computation. Among the multi-

tude of such approaches, we will start from the historic Hartee-Fock theory and then

discuss aspect beyond the one electron approximation, in particular the Density Func-

tional Theory (DFT) which has been unsurpassably successful for the ground-state

properties of solids. Some of the classic texts, like that of GROSSO and PARRAVICINI

[GP00] and MARTIN [Mar04] etc. among many others, provide extensive discussions

and exhaustive references on the topic. Here, firstly we describe about the electronic

properties of many electron system and the electronic band structure calculations. Our

focus is on the specialized case of existence of disorder in the materials and appropri-

ate methodologies necessary to model them. So our discussion would mainly go in

that line to form a basis of the present study of electronic and magnetic properties of

the disordered binary alloys.

7
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Introduction

In the last decade many calculations on disordered alloys, based on semi-empirical

tight binding Hamiltonian, have been reported. In spite of its encouraging success

the electronic structure calculations based on the semi-empirical tight-binding Hamil-

tonian has some underlying approximations which are often unjustified [Pet72]. It

calls the need for first principle theories of disordered alloy systems. During the last

few years it has become clear that DFT in the Local Density Approximation (LDA)

provides a sound and feasible, ab-initio theoretical basis for calculating ground state

properties of pure metals and ordered compounds. A number of electronic structure

methods within the frame-work of DFT-LDA exists in literature. While Korringa-Kohn-

Rostoker(KKR) method [Kor47; KR54] and the Augmented Plane Wave(APW) method

[Sla37] provide the most accurate electronic structure descriptions of solid, their en-

ergy linearised versions, Linearized Muffin-Tin Orbital(LMTO) method [AJ84] and the

Linearized Augmented Plane Wave(LAPW) method [And75] are also widely applied be-

cause of their better computer tractability compared to their parent methods. The suc-

cessful theoretical tools for understanding the electronic properties of disordered al-

loys is based on these first-principle electronic structure techniques in conjunction with

mean field approaches like single site Coherent Potential Approximation(CPA)[Sov67].

Augmented space formalism (ASF) introduced by MOOKERJEE [Moo73a], within the

framework of tight-binding LMTO, coupled with the recursion method of HAYDOCK,

HEINE, and KELLY [HHK72] is another method which intrinsically does multi-site con-

figuration averaging.

In the sections to follow, we will start our discussion with a theory capable enough

to handle the atomic interactions, and yield some useful physical properties out of the

available macroscopic knowledge of the system. Then off course, with all its limita-

tions and restrictions, we would extend to the high temp regime where a statistical

analysis is necessary for studying the room temperature behaviour.

Electronic structure determination

In the microscopic regime, the quantum mechanical laws are abided by the virtue of a

fundamental equation, known as the Schrödinger wave equation:

ĤΨ = EΨ; , ĤΨ = ı~
∂Ψ

∂t
, (2.1)
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where Ĥ is the Hamiltonian of the system that identifies the type of the system and Ψ ≡
Ψ(~r, t) is known as the wave function of the system which contains all the information

about the particular state of the system. However simple may the equation look,

for many-body systems, it becomes immediately intractable, due to the high degrees

of freedom involved, as soon as one tries to solve them. So without potential and

scientific approximation it is of no use to give material properties of many electron

systems.

The Hamiltonian for an interacting ensemble of M nuclei having N electrons reads

in absence of any external potential, in atomic units, as

Ĥ = −1

2

N∑

i

∇2
i

︸ ︷︷ ︸
T̂e::KE of
Electrons

−1

2

M∑

I

∇2
I

MI
︸ ︷︷ ︸

T̂N ::KE of
Nuclei

−
N∑

i

M∑

I

ZI

riI
︸ ︷︷ ︸

V̂ext::
Ion-El. Int. En.

+
N∑

i

N∑

j>i

1

rij
︸ ︷︷ ︸

V̂int::
El-El Int. En.

+
M∑

I>J

ZIZJ

rIJ
︸ ︷︷ ︸

V̂NN ::
Ion-Ion Int. En.

, (2.2)

where atomic units are used (i.e., ~ = me = 1), the symbols have their usual meanings

and lowercase and uppercase indices are used, respectively, for electronic and nuclear

labels. The distances, for example, are defined like: rij = |~ri − ~rj|, ri,I = |~ri − ~RI | and

rI,J = |~RI − ~RJ |. Hence the terms V̂II and V̂eI are the Coulomb interactions between

the ion-ion and between the electrons and ions. rij is the distance between the ith and

the jth electron. The terms V̂ext makes the term inseparable. The energy terms related

to the spin and magnetic moments of the particles in the interaction are omitted.

This equation is exactly solvable for H-atom. And variational or perturbative ap-

proach give very close results for smaller systems like the three body problem of He+.

The analytical solution of this equation is tedious and almost impossible for larger sys-

tems though the mathematical solution of it for single atom and very small molecules

are available. In order to solve this equation analytically some reasonable and well

controlled approximations has to be done so that we can be able to handle most of the

systems exist in nature.

Born-Oppenheimer Approximation The equation 2.2 is complex to solve because

it deals with a large number of interacting ions and electrons. For a truly many

body systems (Z ≥ 4 as a rule of thumb) the very first approximation is the re-

puted Born-Oppenheimer(BO) approximation[BO27] which basically stems from the

quantum adiabatic theorem. Roughly speaking, the theorem states that a physical

system remains in its instantaneous eigenstate if a given perturbation is acting on
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it slowly enough and if there is a gap between the eigenvalue and the rest of the

Hamiltonian’s spectrum.[BO27; Wik14] So the adiabatic theorem in quantum theory

helps decoupling the Hamiltonian and its perturbative component, if the switch-on

of the energy difference is sufficiently slow. This adiabatic condition characterized

by gradual change in the external conditions is satisfied due to very different masses

involved here. Since ions are much heavier than electrons (me : MI :: 1 : 1836 for

Hydrogen atom), they move much slower compared to electrons so that the ionic mo-

tion is instantaneously responded by the electronic motion. In essence these degrees

of freedom can be decoupled and the electronic properties can be calculated by as-

suming that the ions are fixed to a particular configuration(frozen ion-core). This

is the Born-Oppenheimer approximation, also known as the adiabatic approximation,

within which one necessarily solves only the electronic part of the Hamiltonian with

parametrised ionic positions.

Following this approximation, the kinetic energy of ions can be neglected and the

ion-ion interaction is assumed to be constant. The constant term is called Madelung

energy and is calculated classically. So under B-O approximation, the many-body

Hamiltonian for a system of N interacting electrons moving in the field of fixed ion

cores can be expressed as,

ĤBO = T̂ + V̂ + V̂ext .

ĤBO is the Born-Oppenheimer Hamiltonian with KE T̂ , electron-electron interac-

tion energy V̂ and the only system specific potential energy V̂ext. The total energy of

the system so obtained, at the zero temperature, where all phonon modes are in the

ground state, is a sum of electron and nuclear Zero point energies.

Ĥ = −
N∑

i=1

∇2
i

2m
− 1

2

∑

i,I

1

|~RI − ~rij|
+
∑

i>j

1

|~ri − ~rj|
(2.3)

The wave function may then be written in a separable form χ({~RI})ψ({~ri}|{~RI}).
Thus, the Schrödinger equation for the electrons (for a given position of the ion cores

{~RI}) can be written as:

[
−

N∑

i=1

∇2
i

2m
+ VeI({~ri}|{~RI}) +

1

2

∑

i,j

1

~rij

]
ψ({~ri}|{~RI}) = Ee({~RI})ψ({~ri}|{~RI})

(2.4)

It’s admittedly an inordinate simplification, nonetheless, the remained is a many-
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body eigen value problem where “many” is quantitatively of the order of Avogadro’s

number(Na). Several methods have been developed in order to reduce this equation

to an approximate but much simpler set of equations. The most widely used one uses

the spirit of Classical mechanics of transforming many-body problem into effective

single body problem.

Single-Particle Approximation

The problem in trying to solve the Eqn. 2.4 is posed by the number of variables

involved. Moreover, the interpretation of the solution is a ‘difficult’ problem itself.

To quote Feynman “The trouble with quantum mechanics is not only in solving the

equations, but in understanding what the solutions mean.” Attempts to solve these

problems due to the immensely large number of variables and lack of easy interpre-

tation has led to the development of newer and advanced approaches. Efforts have

been put, therefore, to develop an effective single-particle picture, in which the sys-

tem of interacting electrons can be mapped into a system of non-interacting quantum

mechanical particles that approximates the behaviour of the original system. Two dis-

tinct approaches have been put forward in this direction: wave function approach and

density functional theory.

2.1 Wave function Approach

Numerical solution of multi-variable quantum problems poses as its main difficulty,

the electron-electron Coulombic interactions that tie all the variables together. Some

of the major variational methods, like Hartree method, Hartree-Fock approximation,

Cluster variation method etc. are based on the mean-field approach to this potential

experienced by electrons.

The Hartree method [Har28a; Har28b; Har28c; Har29] is one of the first approx-

imations that tried to deal with these complexities by expressing the many-body wave

function as a product of independent single-electron functions {φi(~ri)}.

ψH(~r1, ~r2 , . . . , ~rn) = φ1(~r1)φ2(~r2) . . . . . . φn(~rn)

The single electron wave function φi(~r) can be obtained by minimizing the total energy
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subjecting to normalization condition,

∫
φ∗
iφi dr = 1

The Hartree approximation is a straightforward task to calculate the variational

lowest energy. However, the Hartree wave function has a very important shortcoming;

It ignores the anti-symmetric characteristic of the all electron wave functions. Anti-

symmetry attributes fermionic wave-function a change of sign under odd permutations

of the electronic variables. This approximation can only take into account the electron-

electron Coulomb repulsion in a mean-field way, but it neglects the exchange and

correlation properties completely.

The approximation that overcomes the non-inclusion of the antisymmetric charac-

ter of electronic wave function is the Hartee Fock theory, introduced by FOCK [Foc30].

The wave function in this approximation is expressed in terms of single Slater deter-

minant [Sla37] of N spin-orbitals, as

ψHF =
1√
N !

∣∣∣∣∣∣∣∣∣∣

φ1(~r1, s1) φ2(~r1, s2) · · · φn(~r1, sn)

φ2(~r2, s1) φ2(~r2, s2) · · · φn(~rn, sn)
...

...
...

φn(~rn, s1) φn(~rn, s2) · · · φn(~rn, sn)

∣∣∣∣∣∣∣∣∣∣

(2.5)

Now the Hamiltonian in the Hartree-Fock approximation can be expressed in terms of

φi(~r) as, (∇2

2
+ Vext + VH + Vx

)
φi = εiφi

The first two terms are the kinetic energy and the electron-ion potential energy. The

third term, or the Hartree term, is simply the electrostatic potential arising from the

charge distribution of N electrons. This term includes an unphysical self-interaction

of electrons when j = i. This term is subdued by the fourth, or exchange term. This

term results from the inclusion of the Pauli principle and the assumed determinan-

tal form of the wave function. The effect of exchange is for electrons of like-spin to

avoid each other. Each electron of a given spin is consequently surrounded by an “ex-

change hole”, a small volume around the electron which the like-spin electrons avoid.

Vx is difficult to derive in practice because it is non-local and related to the interac-

tion between all electrons in the system. In agreement with the variational principle,

the Hartree-Fock energy E0
HF is higher than the exact ground state energy E0

exact of
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the many body system and the difference E0
exact − E0

HF is called the correlation energy.

Hartree-Fock(HF) Approximation does not include the electron correlation part to the

multi-electron wave function, which plays an important role in the electronic struc-

ture and binding of many solids. In spite of the importance and achievements of the

Hartree-Fock approximation, corrections beyond it are often considered due to the fact

that a single determinantal state, even with the best possible orbitals, remains in gen-

eral a rather poor representation of the complicated ground state wave function of a

many-body system. Extended versions of HF emerges from systematic and well-defined

improvements to the original approximation and hence believably more precise. But

these one-electron approximations and their extended versions that rely on mixing of

the many-electron wave functions are extremely computationally intensive and scale

badly(with 4th to 6th power of the increasing number of electrons) with the system size.

2.2 Density Functional Theory(DFT)

By the time while wave-function approaches were continuously being improved and

generalised, a all total different approach to the problem had formally evolved with

the possibility of a density description of many-electron systems, leading to the so

called Density Functional Theory (DFT). Although the first DFT, viz. The Thomas

Fermi method has existed since 1927, the birth of modern DFT has been through the

formal proof of two theorems by HOHENBERG and KOHN [HK64](HK) in 1964. This

developed the quantum mechanics of many-electron systems in reduced space by es-

tablishing density as the basic variable, hence totally bypassing the wave function. The

first theorem showed a one-to-one correspondence between the ground state electron

density ρ(~r) of an interacting many-electron bound system and the external poten-

tial Vext(~r) while the second theorem expressed the total energy represented by the

Hamiltonian as a functional of the density. A given ρ(~r) determines the correspond-

ing potential Vext uniquely, or at most up to an ‘uninteresting’ additive term. If v(~r)

is fixed, the Hamiltonian and hence the wave functions are also fixed by the density

ρ(~r). Since the wave function is a functional of density, the energy functional EV [ρ]

for a given ion-core-electron potential VeI(~r) is a unique functional of density. It can

also be directly proved that this energy functional assumes a minimum value for the

true density. Following the HK theorem, the energy functional can be expressed in the

form as,
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E(HK)[ρ] = 〈Ψ|T̂ + V̂ |Ψ〉+ 〈Ψ|Vext|Ψ〉

E(HK)[ρ(r); vext] = T [ρ(r)] + Vee[ρ(r)] +

∫
vext(~r)ρ(~r) dr

= FHK[ρ] +

∫
ρ(~r)Vext(~r) d~r . (2.6)

The energy functional E(HK)[ρ(~r); vext], which exists and is unique, is minimal at the

exact ground state density and its minimum gives the exact ground state energy of the

many-body electron system corresponding to vext . Here FHK[ρ] = T [ρ(~r)] + Vee[ρ(~r)] is

the universal (i.e., it doesn’t depend on vext) Hohenberg-Kohn functional for any many-

electron system. If FHK can be assumed approximately, by Rayleigh-Ritz variational

method EHK[ρ] can be minimized to the ground state energy wrt the ground state

density ρ(~r). Unfavourably FHK[ρ] is not known explicitly and must be approximated

appropriately.

Though HK theorem gives a one-to-one correspondence between ρ(~r) and the

ground state wave function ψ0, it had few limitations, like (a) there is no prescrip-

tion to determine ψ0 for a given ρ0 , (b) it is not applicable to degenerate state. In a

rather generality, the V-representability of the density ρ(r) can be avoided. In a series

of papers, LEVY [Lev79] and LIEB [Lie83] introduced an alternative definition of the

HK theorems. This is a two step minimization, where instead of considering the full

N-particle Hilbert space for the trial density, the search is constrained only to the space

of trial wave functions that give the density ρ0(~r).

2.2.1 Kohn-Sham Equation

Hohenberg-Kohn theorem does not suggest a way of approximating the HK functional

and in turn to calculate the ground state density. One method of approach to this

problem is that by KOHN and SHAM [KS65]. Kohn-Sham equations are obtained by

minimizing the energy functional 2.6 with respect to ρ(~r). They introduced a wave

function basis Ψi, with

ρ(~r) =
N∑

i

Ψ∗
i (~r)Ψi(~r) , (2.7)

where N is the number of electrons, serves necessarily as a constraint from the phys-

icality of the system. The orthonormalization of the Kohn-Sham wavefunctions is
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expressed as ∫
Ψ∗

i (~r)Ψj(~r) d~r = δij .

The Hohenberg Energy functional is re-expressed in terms of the Hartree energy and

exchange-correlation energy as:

E[ρ] = T [ρ] + VH [ρ] + VXC [ρ] + Vext[ρ]

Variation in energy is a result of the variation in the density of the electron.

δE[ρ(~r)] = δ
∑

ij

ǫij

∫
Ψ∗

i (~r)Ψj(~r) d~r,

where Lagrange multipliers ǫij ensure the ortho-normality of wave functions. Mini-

mization of this equation wrt ρ(~r) subject to the constraint of normalized density, as

given by Eqn.(2.7), leads to the Euler equation for the direct calculation of density.

The essence of the problem now is to obtain an expression for the energy functional

in terms of density which has the general form

[
T̂ + V̂H + V̂XC + V̂ext

]
Ψi(~r) = εiΨi(~r). (2.8)

This set of Schrödinger like equations, is called as the Kohn-Sham(KS) equations. Ts[ρ]

is the kinetic energy of a system of non-interacting particles. The other part of the exact

kinetic energy functional T [ρ] is the contribution from the electron-electron interaction

energy other than the classical electrostatic contribution. This difference T [ρ] − Ts[ρ]

constitutes the non-classical component what is known as the exchange-correlation

(xc) energy functional Exc[ρ]. Thus Exc is simply the sum of the error made in treat-

ing the electrons classically and in the error made in using a non-interacting kinetic

energy. We note at this point that the nomenclature in general use and also used in

the present context, exchange-correlation (xc) energy functional is quite misleading

for as stated above the Exc contains an element of the kinetic energy and is not the

sum of the exchange and correlation energies. The differential of Exc in the point ρ is

the exchange-correlation functional V̂XC = ∂Exc
∂ρ

where the density ρ is given by

ρ(~r) =
N∑

i=1

|ψ(~r)|2 ,
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ψi being the N lowest eigen function of the KS equation.

This set of non-linear equations (the Kohn-Sham equations) describes the behaviour

of non-interacting “electrons” in an effective local potential. For the exact functional,

and thus exact local potential, the “orbitals” yield the exact ground state density and

corresponding energy. The Kohn-Sham approach gives an exact correspondence of the

density and ground state energy of a system consisting of non-interacting Fermions

within the Born-Oppenheimer approximation. The correspondence of the charge den-

sity and energy of the many-body and the non-interacting system is only exact if the

exact functional is known. Every terms in the Kohn-Sham Hamiltonian is known, in

principle, except the exchange-correlation term, which we do not know and have no

way of systematically approaching. However the functional is universal - it does not

depend on the materials being studied. For any particular system we could, in princi-

ple, solve the Schrödinger equation exactly and determine the energy functional and

its associated potential.

The simplest one of several available approximations to the exchange-correlation

energy is the Local-Density Approximation(LDA) in which one constructs Exc from

the exchange-correlation energy per atom at ~r in an inhomogeneous electron gas

εxc(ρ(~r)), which is given by that of the homogeneous electron gas with the density

ρ i.e.,EXC ≈
∫
ρ(~r)εxc(ρ(~r)) d~r. Based on interpolation formulas, LDA is parametrized

in several ways to match exact experimental results, like Wigner, Kohn and Sham,

Hedin and Lundqvist, Vosko Wilk and Nussair, Pedrew and Zunger. However, this ap-

proximation is suitable for systems where the electron density is uniform. Inclusion

of spin degree of freedom is quite straight forward which just involves two set of so-

lutions of the KS equation, leading to two electron densities: ρ↑ and ρ↓ for spin +1/2

and −1/2. The corresponding approximation for EXC[ρ↑, ρ↓] ≈
∫
ρ(~r)εxc(ρ↑, ρ↓) d~r is

known as the Local Spin-Density Approximation (LSDA). There has been several im-

proved approaches in approximating the real form of the term Exc, even beyond LDA

like Generlized Gradient Approximation (GGA), meta GGA etc., all of which vary very

little but improve results significantly. For the maturation of these related algorithms,

taken with the substantial developments in computing, last decades have witnessed

explosive growth in the use of DFT methods in material sciences.
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2.3 General Band Structure Methods

The distribution of electrons and hence the change in density often determines the suc-

cess of the method applied. A strongly bound electron to the nucleus can not be treated

same way as a comparatively weakly bound electron responsible for chemical bonding

and other properties like optical, thermodynamic etc. In order to solve the single-

particle Kohn-Sham and to obtain the eigenvalues (band structure) and eigenfunctions,

a number of methods have been introduced. These are based on approaches using

either reciprocal or real space and applicable to both finite systems such as molecules

or clusters as well as extended systems such as disordered solids, surfaces and inter-

faces. In the discussions above we have ignored the practical inconvenience of using

a single-electron wave function constructed out of the complete set of wave functions.

There are various types of basis sets reported and we have to choose an appropriate

basis set to expand the single-particle wave-functions. The existent several choices of

approximating the wave function bases set, all aiming at being computationally effi-

cient in addition to agreeing with the physical behaviours of the actual wave functions

for the given problem, fall, in general, into one of the two approaches. (i) The first

describes the wave function in terms of matching partial waves, more suitable for pe-

riodic crystalline systems. The basis set is non-linearly energy dependent resulting a

matrix equation that demands, especially for rapidly varying electron core densities,

huge computational resources. These methods include cellular method [PK59], Aug-

mented Plane Wave (APW) method [Lou67] and the Korringa-Kohn-Rostocker (KKR)

Green’s function method [Kor94]. (ii) While the second uses a linear combination

of fixed energy independent basis functions such as atomic orbitals like tight binding

method using Linear Combination of Atomic Orbitals (LCAO) type basis [SK54], or-

thogonalized plane wave (OPW) method that uses a set plane waves orthogonalized

to core states within a pseudo-potential scheme. The plane wave basis set is inher-

ently suitable for periodic lattices (systems obeying the Blöch’s theorem) whereas the

localized basis set is suitable for molecules, clusters etc. Though it takes less compu-

tational time, a judicious choice of appropriate basis set is crucial. For example within

the muffin tin approximation to the potential, a fixed basis set can be constructed

from partial waves and their (first ⇒ LMTO, Nth ⇒ NMTO) energy derivatives. This is

commonly known as the linear methods of ANDERSEN [And75]. It is the most suitable

in our analysis and we’ll continue the discussion on the TB-LMTO basis set and the

formulation.
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2.4 Linear Muffin-Tin Orbital Method

Muffin tin orbitals (MTOs) aim to provide a minimal basis of accurate meaningful

orbitals which are constructed from the Kohn-Sham Hamiltonian. The tight binding

linear muffin-tin orbital (TB-LMTO) method is a specific implementation of density

functional theory within the local density approximation (LDA) [Skr85]. In the discus-

sion of this part we will closely follow that of the excellent book on the topic The LMTO

method: muffin-tin orbitals and electronic structure by SKRIVER [Skr11]. In this method

there is no shape approximation to the crystal potential, unlike methods based on the

atomic-spheres approximation (ASA) where the potential is assumed to be spherically

symmetric around each atom. For mathematical convenience the crystal is divided

up into regions inside muffin-tin spheres, where Schrödinger equation is solved nu-

merically, and an interstitial region. In all LMTO methods the wave functions in the

interstitial region are Hankel functions. Each basis function consists of a numerical

solution inside a muffin-tin sphere matched with value and slope to a Hankel function

tail at the sphere boundary. The so-called multiple-kappa basis is composed of two or

three sets of s, p, d, etc. LMTOs per atom. The extra variational degrees of freedom

provided by this larger basis allow for an accurate treatment of the potential in the

interstitial region.

Muffin-Tin Potential The first approximation in using atomic sphere method, is that

the potential in the crystal has a local spherical symmetry and extremity at potential

in interstitial space. This approximation is called Atomic Sphere Approximation(ASA)

cf. Fig.2.1. So in effect, the solid is divided into a group of Wigner-Seitz spheres so

that we only need to sum up the energies in each Wigner-Seitz cell. In practice one

has to increase the size of the atomic spheres used by Muffin Tin potential or add,

if necessary, new “vacuum” spheres to the interstitial region so that the total volume

of all the spheres equals that of the solid cell. As the sphere can not fill the space,

some interstitial space in which the Kinetic energy is completely neglected and some

overlapping region (up to around 18%) are tolerated.

The basic assumption of muffin-tin orbital is that in the neighbourhood of an ion-

core the potential seen by the electron in a solid is not very different from that of the

atomic ion-core. This neighbourhood is spherically symmetric with radius S centred

at R. In the interstitial region the potential is flat, called Muffin-Tin Zero (VMTZ).

Inside the muffin-tin of Rth atomic sphere of radius S, the spherically symmetric
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Figure 2.1: Model of muffin-tin potential and overlapping spheres

potential at any point ~r is defined as

VMT(~r − ~R) =




υ(|~r − ~R|)− VMTZ r ≤ S

0 r ≥ S
. (2.9)

Thus Hamiltonian can be rewritten as:

H = ∇2 +
∑

~R

VMT(|~r − ~R|)− κ2 + E (2.10)

where κ is the kinetic energy in the extended region, κ2 = E − VMTZ. The single-

electron wave function can be expressed in any basis, call it MT orbitals{χ(~r − ~R)}
here, as

Ψ(~r − ~R) =
∑

i

Ciχi(~r − ~R)

The Boundary conditions satisfied by the wave-function construct the set of MT-Orbitals.

In single-site approximation, one considers a single sphere in the whole space, these

boundary conditions are: (a) {χ(~r− ~R)} → (finite) as (~r− ~R) → 0, (b) {χ(~r− ~R)} → 0

as (~r − ~R) → ∞ (c&d) logarithmic derivative of {χ(~r − ~R)} must be continuous at

the sphere boundary. And in addition, by the rotational invariance or the spherical

symmetric nature of the potential, the solution is separable in to radial(ψl(|~r − ~R|))
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and angular components :

Ψ(~r − ~R) =
∑

lm

ψl(|~r − ~R|)Y m
l (r̂−R) .

Inside the interstitial region (r ≥ S), the potential is a level shifting constant(VMTZ)

which can be set to zero in Eqn.2.10 so that it is just a Laplace equation. This leads to

the well-known radial form of Laplace Equation:

[
− d2

dr2
+
l(l + 1)

r2

]
rψl(E, r) = 0 (2.11)

This has been solved numerically for radial solution ψl(E, r) written in terms of Bessel

function(regular solution) and Hankel function (irregular solution).

In the atomic sphere, the radial part of the one-particle Schrödinger equation has the

form [
− d2

dr2
+
l(l + 1)

r2
+ v(~r)− E

]
rψl(E, r) = 0 (2.12)

Solution of this equation is analysed in the asymptotic limit,i.e., behaviour for r → 0,

where v(~r)−E can be dropped and we get two solutions, the regular one ψl(E, r) ∝ rl

and the irregular one ψl(E, r) ∝ r−l−1. Under physical requirement that inside the

atomic sphere the MTO should remain finite, only regular solution is retained as r → 0.

The complete wave function is thereby given as:

ψL(ǫ, κ, ~r) = ιlYL(r̂)




ψl(ǫ, ~r) + κ cot(ηl(ǫ))jl(κr) r ≥ S

κηl(κr) r ≤ S
(2.13)

with MT basis set

χMTO
L (ǫ, κ, ~r) = ιlYL(r̂)




ψl(ǫ, ~r) + κ cot(ηl(ǫ))jl(κr) r ≤ S

κηl(κr) r ≥ S
(2.14)

where S is the muffin-tin sphere radius. jl and ηl are the spherical Bessel functions
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and the spherical Neumann functions, respectively, defined as

jl(κr) →





(κr)l

(2l + 1)!
κr → 0

sin(κr +
lπ

2
)

κr
r → ∞

, ηl(κr) →





−(2l − 1)!

(κr)2l+1
κr → 0

−
cos(κr +

lπ

2
)

κr
r → ∞

. (2.15)

It’s evident that jl is regular both at origin and at ∞, whereas ηl is regular at ∞ only

and diverges at the origin. This yields a bound state envelop function which is real,

and regular both inside (since jl(κr) is regular at origin) and outside (since ηl(κr) is

regular at infinity) the sphere. The inclusion of jl(κr) in the single particle basis set

includes the effect of neighbours so that the minimal basis set is capable of describing

the full system.

The wave function at energy E can be written as

ψj(~k, ~r) =
∑

lm

bjkRlmψRl(E, |~r − ~R|)ιlY m
l (r̂−R) (2.16)

where bjkRlm is the expansion coefficient of the partial wave, Y m
l is a spherical harmon-

ics, ιl is a phase factor (phase conventions used for spherical harmonics as of ‘The

Theory of Atomic Spectra’ [CS35]). Wigner and Seitz [WS34] suggested the spherically

symmetric potential to extend until the boundary of atomic polyhedron. The wave

functions in solid is then expressed as Bloch sum

ψj(~k, ~r) =
∑

R

eι
~k·~R
∑

lm

bjklmδ(~r − ~R)ψl(E; |~r − ~R|ιlY m
l (r̂−R)) (2.17)

where δ() inside atomic sphere is unity and zero outside. Though this cellular method

turned out to be too tough for applying boundary conditions, it gave rise to KKR

(named after Korringa, Kohn and Rostoker) (and LMTO) method and Wigner-Seitz

rule of energy band. Slater in his Augmented Plane-wave(APW), inscribed a muffin-

tin(MT) sphere in each atomic sphere. Inside the sphere, the potential is spherically

symmetric and wave functions are expanded as Wigner-Seitz partial wave. KORRINGA

[Kor47] and later KOHN and ROSTOKER [KR54] expand the MT spheres similar to

cellular and APW. The interstitial potential is flat and wave functions are expanded as

phase shifted spherical wave. Boundary conditions are expressed as condition for self-

consistent multiple scattering between the MT spheres. ANDERSEN [And75] linearised
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this method which is one of the most used method of solving the KS equation.

2.4.1 Korringa, Kohn and Rostoker Method

In the KKR-ASA, muffin-tin(MT) and interstitial region is divided into overlapping

atomic spheres (AS’s). The total volume of the AS’s thus equals the total crystal vol-

ume. Any point ~r in the space is denoted by (~r, R), where R is the index for th AS and

~r = (r, r̂) = (r, θ, φ)(r < R) is the vector denoting the position in each AS. R denotes

the radius of AS and here φ is azimuthal angle.

Starting point for KKR is a fixed basis set of energy dependent muffin-tin or-

bitals(MTO) defined as

χlm(E,~r) = ιlY m
l (r̂)




ψl(E, r) + pl(E)(r/S)

l r < S

(S/r)l+1 r > S
(2.18)

where ψl(E, r) is the solution of radial Schrödinger’s equation inside an atomic sphere

of radius S. Y m
l are standard spherical harmonic. This muffin-tin orbital(MTO) is

regular, continuous and differentiable over all space. The potential function pl(E)

and normalization of ψl(E, r) require continuity and differentiability at the sphere

boundary with the boundary condition

pl(E) =
Dl(E) + l + 1

Dl(E)− 1
,

where,

Dl(E) =
S

ψl(E, S)

∂ψl(E,~r)

∂r

∣∣∣∣
r=S

is the logarithmic derivative function of the wave function at the sphere radius.

The tail of the orbital (S/r)l+1 has a portion r > S that for one sphere will overlap

into the neighbouring spheres and the tails from the surrounding spheres will spill

into the current sphere(cf. same, the way potential overlaps in Fig.2.1). The tail of

the orbital is the solution of Poisson’s equation ∇2X = 0 and has zero kinetic energy.

So, the tail centred at R can be expanded as Bloch sums around the origin of their
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respective spheres in terms of phase shifted spherical harmonics:

∑

R 6=0

exp(ι~k · ~R)
(

S

|~r − ~R|

)l+1

ιlŶ m
l (~r − ~R) =

∑

l′m′

−1

2(2l′ + 1)

( r
S

)l′
ιl′Y m′

l′ (r̂)S
~k
l′m′,lm

(2.19)

where the expansion coefficients S~k
l′m′,lm are the canonical structure constant of the

lattice, converge inside the sphere of nearest neighbour.

As the Bloch theorem is applicable to the crystal lattice, the linear combination of

Bloch sums of the MTOs (Eq. 2.18)

∑

lm

aj
~k
lm

∑

~R

eι
~k·~Rχlm(E,~r − ~R)

is a solution to the Schrödinger’s equation (Eq. 2.8) where ~R represents the lattice vec-

tors and aj
~k
lm are the expansion coefficients. But the first term of MTO ιlY m

l (r̂)ψl(E,~r)

is already a solution of eqn. 2.8 and is the one-centre expansion with origin at ~r. For

any other sphere, therefore, the term is

∑

lm

aj
~k
lmY

m
l (r̂)ψl(E,~r) .

provided tails from all other spheres cancel the potential function, pl, that exists in the

current sphere in the term

∑

lm

aj
~k
lmι

lY m
l (r̂)pl(E)

( r
S

)l
,

where aj
~k
lm is the expansion coefficient of MTO. From eqn. 2.19, the condition for this

tail cancellation is ∑

lm

[
Pl(E)δll′δmm′ − S

~k
l′m′,lm

]
aj

~k
lm = 0 (2.20)

where Pl is the slightly modified potential function defined as

Pl(E) = 2(2l + 1)
Dl(E) + l + 1

Dl − 1
(2.21)
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Solution of secular form of eqn. 2.20 gives eigenvectors aj
~k
lm iff

det

[
Pl(E)δll′δmm′ − S

~k
l′m′,lm

]
= 0 (2.22)

This is the secular determinant of KKR-ASA approach. The potential function P is

dependent on energy and the structure constant matrix is dependent on the k-vectors

of the crystal, thus give rise to a E ∼ ~k relation or the band structure.

2.4.2 Linearisation of MTO for Materials

The MTOs are energy dependent and we need to circumvent this by energy lineari-

sation by performing a Taylor expansion of radial solution inside an atomic sphere

centered at R. Andersen’s method of linearisation [AJ84; AK71] shows that the basis

can be written as

χα
RL(~rR) = φRL(~rR) +

∑
φ̇α
R′L′(~rR′)hαR′L′,RL (2.23)

where the functions φ̇α
R′L′(~rR′) are linear combinations of the φ’s and their energy

derivatives φ̇ and given by

φ̇α
R′L′ = φ̇α

R′L′ + φR′L′ oαR′L′ (2.24)

here, oαR′L′ is overlap matrix and the Hamiltonian matrix hα are defined as,

hα = Cα − ǫν + (∆α)1/2Sα(∆α)1/2. (2.25)

where Cα and ∆α are the diagonal potential parameter matrices defined as

Cα = ǫν −
Pα(ǫν)

Ṗα(ǫν)
, and (∆α)1/2 =

1

Ṗα(ǫν)
(2.26)

These are called band centre and band width respectively. They depend on the po-

tentials inside the atomic spheres, the atomic sphere volume and the representation

(α) chosen. Whereas the S matrix is a structure matrix which depends on the repre-

sentation (α) and the lattice geometrical arrangement of the atomic sites. In terms of

canonical structure matrix S0 and the representation specified by an orbital diagonal

matrix α, Sα is given by

Sα = S0(1− αSα)−1 .
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In the recursion calculations to follow, it is practical to work with an orthonormal

sparse representation known as the γ representation. The Hamiltonian in γ represen-

tation which is correct up to second order in (E − Eν) is given by,

H(2) = Eν + hγ . (2.27)

In this representation the overlap matrix is a unit, diagonal in RL representation

whose value is determined by the logarithmic derivative of φ at the muffin-tin sphere

boundary, and therefore it fulfils the orthogonality condition required in the recursion

purpose. However, the structure matrix itself is intrinsically random in this represen-

tation, therefore, it is useful to rewrite the Hamiltonian in terms of a most-localised

(or β) representation. hγ can be expanded in terms of any other representation α as

hγ = hα − hαohα − · · · . (2.28)

The set α = β is characterized by a set of screening parameters, found numerically

by ANDERSEN and JEPSEN [AJ84]. These site independent constants are: βs = 0.3458,

βp = 0.0530, βd = 0.0107 and for l ≥ 3, βl = 0. LMTO, together with this screening

parameters is called the tight-binding (TB-)LMTO in which the structure factor Sβ is

exponentially decaying short-ranged. For this, even for s and p bands, consideration

of interactions up to the second neighbour also produce quite accurate results. The

power series 2.28 truncated after the first order term along with Eq. 2.27 give rise to

the first order tight-binding Hamiltonian

H(1)β = Cβ + (∆β)1/2Sβ(∆β)1/2 . (2.29)

This is a two-centre sparse Hamiltonian correct up to first-order in (E−Eν). Inclusion

of higher terms in Eq. 2.28 is quite straightforward as each term in second and subse-

quent terms in the expansion are themselves two-centred and sparse. To achieve the

self consistency, a correction term, named combined correction is also attached. The

corresponding (corrected) Hamiltonian is given by

Hβ = Cβ + (∆β)1/2Sβ(∆β)1/2 − κ2 + v0δκ2hβ (2.30)
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2.5 The Recursion Technique

Bloch’s theorem [Blö29] has rigid requirements of lattice translational symmetry by

which the dimensionality of infinite matrix Hamiltonian representation is reduced es-

sentially to 2lmax+1. So in the problems of systems with surfaces or randomness

one has to resort with suitable alternative techniques. The recursion technique, in-

troduced by HAYDOCK, HEINE, and KELLY [HHK72] (details given in [Moo02]) is one

such alternative that expands the solution to the Schrödinger equation in a sequence

of increasingly de-localised functions and obtains the Green functions associated with

the secular equation. And in turn, obtain useful physical properties like magnetisation

density, moment, charge transfer, band energy, Fermi energy.

A finite cluster of atoms around a central atom is divided into shells. The Green

function of the resolvent of this cluster of atoms is expanded in terms of a continued

fraction whose levels are the direct consequential of the number of shells of the cluster

accounted. Considering |0} to be a general orbital on which the solutions are to be pro-

jected, the recursion method uses the electronic Hamiltonian Ĥ to generate a sequence

of orbitals |1}, |2}, . . . |n}, . . . which are the successively less-localized. These orbitals

are related to one another by Ĥ according to the three-term recurrence relation,

Ĥ|n} = αn|n}+ βn+1|n+ 1}+ βn|n− 1} (2.31)

where | − 1} is taken to be zero, and the dependence of these orbitals on position,

spin and other coordinates has not been considered for simplicity. The projection of

the solution onto |0}, the projected density of states (PDOS), is the singular part of a

solution to the above recurrence, namely the continued fraction,

G(E) =
1

E − α0 −
β2
1

z − α1 −
β2
2

z − α2 −
β2
3

z − α3 −
β2
4

. . .

(2.32)

Now, the parameters {αn, βn} need to be determined.

The construction of the three term recurrence relation and its solution as a con-
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tinued fraction can be carried out either analytically or numerically; the only real

difference being whether the parameters {αn, βn} can be expanded as functions of n.

In analytic, applications, the electronic states are mapped onto systems of orthogonal

polynomials which satisfy the same recurrence as the Hamiltonian. When this hap-

pens, the PDOS is the weight distribution for the polynomials, and the eigenstates of

the Hamiltonian can be expanded in the polynomials. In such cases, the mathematical

properties of the many known polynomial systems can be applied to physical prob-

lems. Otherwise, the {αn, βn} can be computed using some basis for the {n}.

In a numerical approach to recursion, the orbitals {n} must be expanded in some

basis which should be as similar to the recursion orbitals as possible. Though the

recursion orbitals are not known beforehand, which is why the numerical approach is

essential, still a good choice of basis helps a lot. The best basis is the one for which the

Hamiltonian is most sparse, i.e., has most of the matrix elements zero. It is seen that

this criterion is usually achieved by functions similar to the valence orbitals of atoms,

not necessarily orthogonal, but decaying exponentially at large distances. Another

essential requirement for the choice of basis is that it should be easy to calculate the

matrix elements of the Hamiltonian. This is facilitated by the use of a two-centre

approximation (involving a two-centre integral). The tight-binding approximation is

such an approximation [Ehr80, pp. 129-215]. It gives very simple parametrization

of the Hamiltonian matrix elements for various orientations of the orbitals and atoms.

The assumption behind tight-binding is that there are negligible contributions from the

potential centred on one atom to Hamiltonian matrix elements for hopping from an

orbital centred on a second atom to an orbital centred on a third atom. The d-electrons

in transition metals are sufficiently localized for this approximation to work well, but

fails quantitatively for less localized valence electrons such as the s- and p-electrons.

In the recursion approach Haydock devised a scheme to transform the basis in such

a way that the Hamiltonian of the system has a tri-diagonal form. A new orthonormal

basis set |n} in which the Hamiltonian is tri-diagonal is constructed by the three term

recurrence formula mentioned earlier. The first recursion orbital |0}, is assumed to

have a normalization of unity, and is the one on which the states are to be projected.

Thus this orbital plays a significant role in determining the specific physical property

and the new state |1} takes the form as,

β1|1} = Ĥ|0} − α0|0} (2.33)
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The whole set of orthonormal states are generated by the following three term recur-

rence relation:

βn+1|n+ 1} = Ĥ|n} − αn|n} − βn|n− 1} (2.34)

αn and βn are the coefficients to orthogonalize Ĥ|n} to the preceding vectors |n},

|n − 1} and βn+1 is the coefficient to normalize |n + 1} to unity. β0 is assumed to be

unity. In the new basis, the Hamiltonian matrix elements are,

{n|H|n} = αn ; {n− 1|H|n} = βn and {n|H|m} = 0 (2.35)

In this new representation, the Hamiltonian has the following tri-diagonal form,




α0 β1 0 0 0 0 0

β1 α1 β2
. . . 0 0 0

0 β2 α2 β3
. . . 0 0

0
. . . β3 α3 β4

. . . 0

0 0
. . . . . . . . . . . . 0

0 0 · · · · · · · · · · · · 0




(2.36)

The above transformation can be graphically represented as the transformation of a

d-dimensional system to a semi-infinite linear chain. {αn} and {βn} are represented

as the on-site term and the coupling between two sites.

As we have discussed earlier since for systems where the lattice symmetry breaks

down, we can not apply Bloch’s theorem, so we take recourse to an alternative ap-

proach to calculate the electronic properties instead of solving Schrodinger equation.

In this approach, properties are extracted from the corresponding Green function of

the system which is defined as the resolvent of the Hamiltonian :

G(z) = (zI −H)−1

In the recursion method, we use the same approach and calculate the diagonal ele-

ments of the Green function which is directly related to the density of states, spectral

functions, structure factors etc. and most of the material properties follow thereafter.

The starting state of recursion is then :

|0} = |R,α〉
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where R indicates the position of the R-th unit cell and α the Cartesian direction.

The diagonal element of the Green function by definition is,

G00(E) = {0|(EI −H)−1|0} =
M1(E)

M0(E)
=

1

G1(E)

where M0 and M1 are the determinant of the matrix (EI − H)−1 (represented in the

new basis {|n}}) and the determinant of the matrix obtained from the original matrix

by deleting the first row and column respectively.

Using Cauchy’s expansion theorem,

Mn(E) = (E − αn)Mn+1 − β2
n+1Mn+2

Gn+1 = E − αn −
β2
n+1

Gn+2

(2.37)

This suggests that it is possible to express the Green function as a continued fraction

expansion characterized by a set of coefficients,

G00(E) =
1

E − α0 −
β2
1

E − α1 −
β2
2

E − α2 −
β2
3

E − α3 −
β2
4

. . .

(2.38)

where the coefficients {αn} and {βn} are the ones appearing in the tri-diagonal matrix

H.

In any practical calculation we can go only up to a finite number of steps, con-

sistent with our computational process. This limits the number of atoms that can be

modelled, and also implies that one is always studying a finite system. The terminating

continued fraction obtained in this process yields a number of isolated bound states,

appropriate for a finite cluster. For most purpose this is an unphysical approximation

to the problem under investigation and one needs to overcome these finite size effects

by the embedding the cluster in an infinite medium. Mathematically a suitable termi-

nator should be appended to the continued fraction so as to obtain a Green function

with a branch cut, rather than a set of simple poles. Several terminators are avail-

able in the literature which reflect the asymptotic properties of the continued fraction

expansion of the Green function accurately. The advantage of such a termination pro-
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cedure is that the approximate resolvent retains the analytic properties of the Green

function, called the Herglotz properties which are as follows :

• All the singularities of G(z) lie on the real z-axis.

• ℑm [G(z)]>0 when ℑm (z)<0 and ℑm [G(z)]<0 when ℑm (z)>0.

• G(z)→ 1/z when ℜe(z)→ ∞ along the real axis. Terminator preserves the first

2n-moments of the density of states exactly.

In case the coefficients converge, i.e., if |αn − α| ≤ ǫ, and |βn − β| ≤ ǫ for n ≥ N , we

may replace {αn, βn} by {α, β} for all n ≥ N . This is called the square terminator in

which the asymptotic part of the continued fraction may be analytically summed to

obtain :

T (E) = (1/2)
(
E − α−

√
(E − α)2 − 4β2

)

which gives a continuous spectrum α − 2β ≤ E ≤ α + 2β. This is the most commonly

used terminators. However, since the terminator coefficients are related to the band

edges and widths, a sensible criterion for the choice of these asymptotic coefficients is

necessary, so as not to give rise to spurious structures in our calculations. If calcula-

tions up to a large N is not possible, carrying out the terminator approximation after

N steps ensures that the first 2N moments of density of states are exact and asymp-

totic moments are also accurately reproduced [LN87]. BEER and PETTIFOR [BP84]

suggested a sensible criterion: given a finite number of coefficients, we must choose

{α, β} in such a way so as to give, for this set of coefficients, the minimum bandwidth

consistent with no loss of spectral weight from the band. The terminator proposed by

them is useful when the convergence of the coefficients is either oscillatory or slow.

Several other terminators have been suggested by MÜLLER and VISWANATH [MV93]

for different asymptotic distributions of {β}s, for example, the terminator with an ex-

ponential tail for βn → n or the terminator with a Gaussian tail suitable when βn → n2.

It is observed that the recursion coefficients are weakly energy-dependent. There-

fore, recursion can be carried out on equispaced energy “seed” points and the inter-

mediate points found by interpolation.



CHAPTER 3

Study of Disordered Alloys

3.1 Introduction

FexAl1−x is a classical inter-metallic alloy system widely used as high temperature

structural and functional material both in scientific applications and technology. With

the variation of the composition and their heat treatments, the alloy shows different

magnetic and physical properties[Wan+91]. It has been verified to have conspicuous

disordered meta-stable states existing over the range of compositions [Gia95]. In ad-

dition, the commonness of this alloy has attracted considerable theoretical attempts

in understanding of its stabilities. Studies include that based on mean-field Bragg-

Williams treatment [Has80; SO80] of the free energy, cluster variation method by

GOLOSOV, TOLSTIK, and PUDAN [GTP76], extensive comparative study of the model

bcc with Monte Carlo(MC) simulations, Kikuchi cluster variation method within tetra-

hedron approximation and BW approximations by CONTRERAS-SOLORIO et al. [CS+88]

and DÜNWEG and BINDER [DB87]. With a short-range interaction conjecture, even the

small spin-glass region has been tried by models using magnetic moment extrapola-

tion and an imposed artificial competition between Fe-Fe ferromagnetic and, presum-

ably, Al mediated anti-ferromagnetic super-exchange[SW80]. All such models using

parametrised interaction parameters, without having any electronic structure input,

have captured only the gross details of the system. In this alloy, the tendencies of

constituting Fe and Al atoms, to occupy wrong lattice sites limit the formation of va-

cancies or complex structures and result in a chemical disordered state. We will focus

in sections to follow about theoretical framework and developments concerned with

the study of this type of chemical disordering.

The parent structure of FexAl1−x is bcc based(Fig.3.1). Among the three main

phases, viz., DO3, B2, and A2, of the iron rich side of FexAl1−x alloy the A2 structure

is short-range ordered random solid solution with the Fe and Al atoms distributed

at random in the crystallographic positions of a Body Centred Cubic (bcc) structure

31
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Figure 3.1: Equlilibrium phase diagram of FexAl1−x from thermodynamic calculations
after SUNDMAN et al. [Sun+09]

[Ike+01]. The general DO3 structure formed from 4 interpenetrating Face Centred

Cubic (fcc) lattices A, B, C and D, cf. Fig3.2, can lead to several derived structures

based on the occupancies [Pea72]. Note that the DO3 disorder is rather hard to be

differentiated from the L21 (Heusler) structure by X-ray imaging; this adds subtlety to

the experimental analysis. At temperature below 550 ◦C, between Fe concentrations

x = 65 − 75 i.e., around the Fe3Al stoichiometry, DO3 is the ground state structure in

which three sub-lattices are occupied by Fe and one by Al. Around the equi-atomic

composition, B2 is the stable state configuration.

A

B

C

D

Figure 3.2: (From left) DO3 Super structure having basis of 4 inter penetrated fcc
A,B,C, and D shifted along the body diagonal (blue line) and with origins at (0,0,0),
(.25,.25,.25), (.5,.5,.5) and (.75,.75,.75); B2 structure; B32 structure and B11 struc-
ture
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Figure 3.3: (From left) ST1 structure; ST2 structure; ST3 structure

3.2 Theories for the Study of random disordered alloys

systems

Alloys are multiphase systems and we want to find out, when and under what condi-

tions, a specific phase becomes favourable for a particular alloy system. Such studies

involve determination of the ground states (i.e., stable phases at 0 ◦K) as a function

of the composition and then use of the ground states to construct a temperature-

composition phase diagram which indicates the regions of concentration and temper-

ature within which the alloy will exist in a particular phase after it has been allowed

to reach thermodynamic equilibrium. In the previous chapter we discussed about the

theoretical framework of obtaining electronic properties of ordered materials in the

ground state. Naturally forming alloys are often disordered and random. This very

first difficulty it poses, is the break down of k-space formalism and inapplicability of

Blöch’s theorem. Now we need to extend the theoretical frameworks to be able to

obtain averaged properties of random alloys which are experimentally observable. To

this end, we have only few alternatives.

3.2.1 Supercell Method

Since the translational symmetry is disturbed in random alloys, the first intuitive ap-

proach would be to somehow patch the system for making Blöch theorem workable.

In one such approach, a bigger cell is constructed out of the unit cell keeping symme-

tries preserved, and randomness in atomic occupations are introduced in this newly

created cell, called the ‘supercell’. The supercell now serves as the repeating unit

representing the random alloy. The results from the calculations are averaged over
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several snapshots to ensure the spatial ergodicity. Though very straightforward, it

is both technically demanding and theoretically inconsistent. Extreme concentration

ranges additionally more cumbersome to handle in this approach. An extension of this

method is to use a statistical ensemble over all the possible configurations or simpli-

fied ensembles over a smaller set of representative structures. Known as the Direct

Sampling Method (DSA) is even more computation demanding.

If the randomness of the alloy can be statistically incorporated in the supercell,

then the results of a single shot can do instead of the averaging. These special type

supercells, as proposed by Zunger et al., [Zun+90], have zero short-range ordering

by construction and so they mimic the randomness of the alloy quite naturally. It

shifts the computational requirement from different electronic structure calculations

to one-time supercell finding. Finding supercells for odd and extreme concentrations

are more difficult now.

3.2.2 Mean-field Theory

Another way of retaining the instrumentality of the Blöchs theorem is by replacing

the original atoms (Or equivalent) with some mean/effective medium. This effective

medium accounts for the randomness of the alloy, hence the construction of the effec-

tive medium is now the centre place.

The earliest approach in this regard is the Virtual Crystal Approximation (VCA) in

which the average potential of the alloy AxB1-xis the concentration weighted potential

of constituting atoms.

veff = xvA + (1− x)vB . (3.1)

This is a very crude approximation, expected to work well when the atoms are very

similar to each other.

KORRINGA [Kor47] suggested an improvement of the method by averaging the scat-

tering amplitudes instead of the potential. In quantum mechanical scattering theory,

t-matrices represent the scattering amplitude.

teff = xtA + (1− x)tB . (3.2)

This method also had many disagreements with experiments in several cases. Finally

came one of the successful effective medium approaches, namely the Coherent Poten-

tial Approximation (CPA). Within the CPA the disorder averaged properties of an alloy
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are represented by an effective ordered CPA-medium by the virtue of concentration

averaged scattering path operator. For a binary system AxB1-x, then the CPA condition

is

τCPA = xτA + (1− x)τB . (3.3)

By this approximation, substitution of an A(B) atom in place of B(A) atom site in this

effective medium should not cause additional scattering. The scattering properties

of an A(B) atom embedded in the CPA medium is represented by the component-

projected scattering path operators τA(B) as

τA(B) = τCPA

[
1 + (t−1

A(B) − t−1
CPA)τCPA

]−1

. (3.4)

The coupled sets of equations 3.3 and 3.4 are solved iteratively for self-consistency.

The dynamics of an electron travelling in an alloy is properly calculated by the amount

of scattering it gets from the potential centres. Hence CPA puts forward a major im-

provement to the theory of random alloys. So far it is the mostly used technique for

the electronic structure of the disordered alloys.

The CPA being a single-site approximation cannot take into account the effect at a

site of its immediate environment. It needs to be extended to include off-diagonal ran-

domness and short range atomic correlations, and generalised enough to be applied

to structurally disordered systems. Several attempts for taking into account the cluster

scattering inside CPA medium has been made, for example, Travelling Cluster approx-

imation (TCA) by MILLS and RATANAVARARAKSA [MR78], Molecular CPA(MCPA), Co-

herent Potential Method(CPM) etc. However, NICKEL and BUTLER [NB73] showed the

non-analyticity of multiple-site CPA; that puts a big sign of caution in these approaches.

In an attempt to go beyond the single site approximation, de Fontaine et al., suggested

a different approach of direct configuration averaging (DCA) [Dre+89; Wol+93]. The

effective pair and multi-site interactions were calculated directly in real space for given

configurations and the averaging was done in a brute force way by summing over

different configurations without resorting to any kind of single-site approximation.

Invariably, the number of configurations was finite and convergence wrt the configu-

rations is not yet clearly established.

With the realization of the need to go beyond the CPA, several attempts have been

reported which are broadly classified into two categories:

1. Non-self consistent clusters approach which assumed a clusters consisting of a

central site and its shell of nearest neighbour(NN) embedded in an effective medium
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(e.g., Effective Cluster Medium(ECM) of GONIS et al. [Gon+84]) and

2. Self-consistent cluster approach within which great deal of work has been done,

mostly in tight binding models. Among them, Travailing cluster approximation(TCA)

[KG76] and the augmented space formalism(ASF) [Moo73a; Moo73b] are the only

approaches which have been proved to be analytic, while preserving the conservation

laws and sum rules.

3.2.3 Configuration Avearging

As opposed to the cavity field approximations mentioned earlier, there exists an all

total different approach to the random alloys problem which works in real space ap-

proaches to find out the average properties. Known as the configuration averaging, it

differs from earlier methods of hand-held averaging by the introduction of a rigorous

mathematical formulation that uses an abstract space in par with the space(Hilbert

space) in which the Hamiltonian is solved. The idea of taking averages over all possi-

ble different states of a system is well understood and commonplace both in quantum

mechanics and statistical physics. At finite temperatures, different possible states of a

canonical ensemble, for example, are occupied with Boltzmann probabilities and ob-

servable physical properties are averages over the ensemble. Similarly, when we wish

to measure a given physical observable in a quantum system, the result of the mea-

surement is spread over different possible states with probabilities given by squared

amplitudes of the wave function projection onto those states.

In disordered systems also the concept of configuration averaging is central to the

study of physical observables of the system. In the realm of quantum mechanics a

disordered solid is described by the potential characterized by random parameters. A

particular realization of these parameters, either in a given sample (spatial) or at an

instant (temporal), is what we call a configuration of the system. The interest in alloys

are naturally in the averaged physically measurable quantities: conductivity, suscepti-

bility, electronic density of states etc. It is this set of quantities that one should average

over configurations rather than averaging the Hamiltonian or the wave function. A

macroscopic system can be partitioned into subsystems, each of which resembles a

configuration of the system. A global property which averages over the subsystem is

then the same as average over all configurations. This is the basis of spatial ergodicity

assumption and it must hold in case of configuration averaging.
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3.2.4 Augmented Space Recursion

The augmented space formalism introduced by MOOKERJEE [Moo73a] is a concep-

tually elegant and exact method of configuration averaging. This formalism maps a

disordered Hamiltonian described in Hilbert space Ĥ onto an ordered Hamiltonian in

a much enlarged Hilbert space whose Green function matrix elements correspond to

appropriate configurational average of the Green function of the original disordered

system. The ordered Hamiltonian is said to be in augmented space which is described

as the direct product of the Hilbert space spanned by the original Hamiltonian with

the configuration space which spans all possible configurations of the systems. The

probability density of a random variable nR for a bimodal normalized distribution has

the following form

p(nR) = xδ(nR − 1) + (1− x)δ(nR).

Since the probability densities are positive definite functions, they are related to the

spectral densities of a positive definite operator G(nR). That means, the probability

density p(nR) is similar to the density of states of the Hamiltonian. This embarks to

modify the Hilbert space of the problem which is characterized by the full configura-

tion space Φ =
∏

R

⊕
φR. Now the average of a well-behaved function f(nR) of the

random variable nR is expressed as :

〈〈f(nR)〉〉 =
∫ ∞

−∞

f(nR)p(nR) dnR = − 1

π
Im

∫ ∞

−∞

f(nR)〈↑R |(nRI−MR)
−1| ↑R〉 dnR

where MR is an operator designed such that its eigenvalues are equal to the functional

values of f(nR). This way the Green function can be averaged to get the configuration

averaged properties like DOS etc. of the disordered random alloy.

The ASF is originally developed in the tight binding frame work provides self-

consistent cluster coherent potential approximation in which one can go beyond CPA

in the systematic way [MP93]. In this method, the effective medium is determined by

the self consistency condition that the averaging scattering from all possible configu-

rations of the real cluster embedded in the effective medium be zero. The following

sections provides the more detail theoretical description about the augmented space

theorem and its mathematical description which is applicable for binary alloys.
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3.2.5 Mathematical description of the configuration space

The visualization of configuration space of a set of random variables is most essential

to understand the augmented space theorem. This can be done by taking the example

of Ising model. The model consists of set of pseudo-spins {σR} arranged on a dis-

crete lattice labelled by R. Each spin σR can have two possible states or configurations

which are denoted systematically as | ↑R〉 and | ↓R〉. The collection of all linear com-

bination of these two states a|↑R〉 + b|↓R〉 is called configuration space of σR denoted

as φR. It is of rank two and is spanned by the states |↑R〉 and |↓R〉. The set of, say, N

points then have 2N possible configurations each of which can be written as sequence

of m-up states and (N − m)-down states. The ordering of this sequence is crucial,

since different orderings corresponds to different configurations. The number N −m

down states is defined as cardinality of the configuration and the sequence C of sites

Ri1 , Ri2 · · · RiN−m
, where the down states sit is called the cardinality sequence of the

configuration. For example, the cardinality sequence of a particular configuration of 5

spins: |↑1↓2↓3↑4↓5〉 is 2,3,5 and its cardinality is 3. Another configuration |↓1↑2↓3↓4↑5〉
also has a cardinality 3, but its cardinality sequence is 1,3,4. These two configurations

are distinct from each other. Note that the cardinality sequence uniquely describes the

configuration and is a very convenient way of labelling the different configurations

|Ck〉, where k = 1, 2, 3, · · · · · · , 2N , of the set of N spins. The configuration space Φ is

of rank 2N and can be written as a direct product of the configuration spaces of the

individual spins.

Φ = ΠR

⊗
φR

The generalization of these ideas when the spins can have n > 2 states is quite

straight forward. The configuration of an individual spin can be labelled as |kR〉.
where kR = 1, 2, 3, · · · · · · , n. The rank of φR is now n, the set of N spins has nN con-

figurations. The cardinality of the configuration of an individual spin can be defined

as the particular kR and cardinality sequence which uniquely describes a configuration

of the set of N spins is the sequence {k1, k2, · · · · · · , kN}. If we now transform this idea

from spins σR to the random variables εR of the Anderson model, we can immedi-

ately visualize the configuration space of the Hamiltonian variables εR. When these

terms have a binary distribution, their configuration space is isomorphic to the one for

collection of Ising spins. Let us now assume that the variable εR are independently

distributed and the probability density is given by ρ(εR). We shall take into account

only those probability densities which have finite moments to all orders. Physically
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relevant densities almost all fall in this category. Since the probability densities are

positive definite functions, we can always write them as spectral densities of a positive

definite operator which is formulated as follows:

ρ(εR) = − 1

π
ℑm 〈∅|((ε−R + iO)I−MR)

−1|∅〉 = ℑmg(εR + i0) (3.5)

If ρ(εR) has a binary distribution, taking the values 0 and 1 with probabilities x and

y = 1− x, then a representation of M is:

(
x

√
xy

√
xy y

)

We may interpret this in terms of the configuration space φR introduced earlier.

The configuration space is spanned by the states |0〉 and |1〉, which are eigenstates of

MR with eigenvalues 0 and 1. This is rather similar to the description in quantum

mechanics, where an observable taking a random set of values is associated with an

operator whose eigenvalues are possible values observed and the states of the system

in which the observable takes a particular value corresponds to the related eigenvalue.

The operator MR in the configuration space φR will be associated with the random

variable εR. The representation of MR, shown above, is in a different basis:

|∅〉 =
(√

x|0〉+√
y|1〉

)
|R〉 =

(√
y|0〉 − √

x|1〉
)

The reason for choosing this particular basis will become clear later. The state |∅〉 will

be called the average state of the system.

For the general probability distribution, we may always find the representation of

operator MR in similar basis by first expanding the probability density as a continued

fraction.

g(εR) = − 1

π

1

εR − a0 −
b21

εR − a1 −
b22
. . .

Here, p(εR) = ℑmg(εR).

Since p(εR) = ℑmg(εR) is a positive definite function with finite moments to all

orders, p(εR) can be expanded as a convergent continued fraction. The required rep-
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resentation of the matrix Mi, is given by




a0 b1 0 0 · · ·
b1 a1 b2 0 · · ·
0 b2 a2 b3 · · ·
· · · · · · · · · · · · · · ·




The average state is defined by |∅〉 =∑k

√
xk|k〉 where k are the random values taken

by εR with probabilities xk. The other members of the countable basis |n〉, in which the

above representation of MR is given, may be obtained recursively from the average

state through:

|0〉 = |∅〉
b1|1〉 =MR|0〉 − a0|0〉
bn|n〉 =MR|n− 1〉 − an−1|n− 1〉 − bn−1|n− 2〉 .

3.2.6 The augmented space theorem

Let us now consider the average of a well-behaved function f(εR) of εR. By definition

〈〈f(εR)〉〉 =
∫
f(εR)p(εR) dεR

This equation may be rewritten as:

〈〈f(εR)〉〉 =
∮
f(z)g(z) dz

The integral is taken over a closed contour enclosing the singularities of g(z) but not

any of f(z). We assume here that f(z) is well-behaved, in the sense that it has no

singularities in the neighbourhood of a singularity of g(z). We now expanded the

function g(z) in the basis of its eigenstates |µ〉 of Mi. These may be either discrete or

continuous.

This expansion can be written as a Stielje’s integral in terms of the spectral density

function ρ(µ) of Mi,

〈〈f(εR)〉〉 =
∫

dρ(µ) 〈∅|µ〉
[∮

f(z)(z − µ)−1

]
〈µ|∅〉
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Figure 3.4: Few elements of augmented map for a binary square lattice. Thirteen
sites(three shells) shown are initially in real space all having one particular occupation
say ‘B’, then shown Z-way down the figure, 6th 10th 13th 16th 18th are all augmented
space sites (notice, thus, though these numbers should lie well within the shown shells
but are missing in real space enumeration) with single site replaced with an ‘A’ (red
and down arrow) followed again by the augmented sites 19th 20th 21st 22nd with two
atoms replaced by ‘A’. Theses combination types rapidly expand and in a mathemati-
cally sophisticated way averages over all seemingly important configurations.

= 〈∅|
[∫

dρ(µ) |µ〉f(µ)〈µ|
]
|∅〉

The second line requires the function to be well behaved at infinity. The expression

in the brackets on the right side of the bottom equation is, by definition, the operator

f(MR). It is the same functional of f(MR) as f(εR) was of (εR). For example, if f(εR)

is ε2R then f(MR) is M2
R. This yields the central equation of the augmented space

theorem:

〈〈f(εR)〉〉 = 〈∅|f(MR)|∅〉 (3.6)
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The result is significant, since we have reduced the calculation of averages to one of

obtaining a particular matrix element of an operator in the configuration space of the

variable. Since we have applied the theorem to a single variable alone, the power of

the above theorem is not apparent. Let us now go back to the Anderson model, where

we have a set of random variables εi which we have assumed to be independently

distributed. The joint probability distribution is given by:

P (εR1
, εR2

, · · · , εRi
, · · · ) =

∏

i

p(εRi
)

The generalization of above theorem to averages of functions of the set of random

variables is straightforward.

〈〈f(εR)〉〉 = 〈∅|f̃(M̃R)|∅〉

All operators in the full configuration space Φ will be denoted by tilde variables. The

operators (M̃R) are built up from the operators MR as:

M̃R = I ⊗ I ⊗ I ⊗ · · ·MR ⊗ I ⊗ · · · (3.7)

This is the augmented space theorem, proposed by MOOKERJEE [Moo73a; Moo73b].

If we carry out the configuration averaging of, say, green function element.

GRR(z) = 〈R|(zI −H(εR′)−1|R〉

The theorem leads to:

〈〈GRR(z)〉〉 = 〈R⊗ ∅|(zĨ −H(εR′))−1|R⊗ ∅〉 (3.8)

Where

H̃ =
∑

R

pR ⊗ M̃R +
∑

R

∑

R′

VRR′TRR′ ⊗ Ĩ

The power of the theorem now becomes apparent. The average is seen to be par-

ticular matrix elements of Green function of an augmented Hamiltonian. This is con-

structed out of the original random Hamiltonian by replacing the random variables by

the corresponding configuration space operators built out of their probability distribu-

tions. This augmented Hamiltonian is operator in the augmented space ψ = H ⊗ Φ
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where H is the space spanned by the tight-binding basis and Φ the full configuration

space.

3.2.7 Augmented space theorem for binary alloy

As discussed in previous section we can apply recursion method directly on the aug-

mented space without carrying out any mean-field-like approximations. The starting

point of the augmented space recursion is the most localized, sparse, tight binding

Hamiltonian, derived systematically from the LMTO-ASA theory and generalized to

substitutionally disordered random binary alloys:

Hα(alloy)
RL,R′L′ = Ĉα

RLδRR′δLL′ + (∆̂α
RL)

1/2Sα
RL,R′L′(∆̂α

R′L′)1/2 (3.9)

where ĈRL = CA
RLnR + CB

RL(1− nR); ∆̂
1/2
RL = (∆A

RL)
1/2nR + (∆B

RL)
1/2(1− nR).

Here R labels the lattice sites and L = (lm) are the compact notation of orbital indices,

CA
RL, CB

RL, ∆A
RL and ∆B

RL are the potential parameters of the constituents A and B of

the alloy. nR are the local site occupation variables which randomly take values 1 or 0

according to whether the site is occupied by an A atom or not, with probabilities pro-

portional to the concentrations of the constituents. Hence, the effective non-random

Hamiltonian in augmented space can be constructed by replacing the random variable

{nR} in Eqn.3.9 by corresponding self-adjoint operators {M̃R} :

H̃ =
∑

RL

(CB
RLĨ + δCRLM̃R)⊗ PR +

∑

RL

∑

R′L′

(
(∆B

RL)
1/2Ĩδ∆RLM̃R

)
Sα
RL,R′L′ ×

(
(∆B

R′L′)1/2Ĩ + δ∆R′L′M̃R

)
⊗ TRR′ ,

where δCRL =
(
CA

RL − CB
RL

)
and δ∆RL =

(
(∆A

RL)
1/2 − (∆B

RL)
1/2
)

and other parameters

have their usual meaning. Ĩ is the identity operator defined in the augmented space,

operation of which, as per normal definition, leaves the state with the augmented

configuration as intact. The representations of the operator M̃R are given by:

M̃R = xP0
R + (1− x)P1

R +
√
x(1− x)

(
T 01
R + T 10

R

)

P10
R and T 10

R are projection and transfer operators in the augmented space, where each

site R is characterized by two states labelled 0 and 1, which may be identified with up

and down states of an Ising system.
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The augmented Hamiltonian is an operator in a much enlarged space Φ = H⊗∏φR

(the augmented space), where H is Hilbert space spanned by the countable basis set

{|R〉} (the real space). The enlarge Hamiltonian does not involve any random vari-

ables but incorporates within itself the full information about the random occupation

variable. After the substitution of MR the augmented Hamiltonian contains the fol-

lowing types of operators :

a) P ⊗ Ĩ and TRR′ ⊗ Ĩ. These operators acting on vector in the augmented space changes

only the real space label, but keeps the configuration part unchanged.

b) P ⊗ T 01
R ,P ⊗ T 01

R′ , TRR′ ⊗ T 01
R and TRR′ ⊗ T 01

R′ . These operators acting on an aug-

mented space vector may or may not change the real space label. In addition

they may also change the configuration at the site R or R’ or both. This resem-

bles a single spin-flip Ising operator in the configuration space.

c) P ⊗ T 01
R ⊗ T 01

R′ and TRR′ ⊗ T 01
R ⊗ T 01

R . These operators may change the real space

label, as well as configuration either at site R or R’ or both. This resembles a

double spin-flip Ising operators in the configuration space.

The diagonal matrix element of the resolvent can now be calculated for this effec-

tive Hamiltonian using the recursion method which allows to take into account the

effect of the environment of a given site[SDM94; SM96]. The convergence of various

physical quantities calculated through recursion with the number of recursion steps

and subsequent termination has been studied in great detail [CM01; GDM97]. In

the TB Hamiltonian, there is a possibility of having randomness in the site-diagonal

potential parameters as well as in the non-diagonal structure matrix (known as the

off-diagonal disorder). In ASR, the form of the TB-LMTO Hamiltonian is kept intact

and the configuration averaging is carried out without having to resort to any single-

site approximation, so within ASF both the diagonal and off-diagonal disorder are

handled on the same footing. It may be noted that there has been many attempts

to utilize ASF in different formalisms of CPA for random alloys like Coherent Cluster

approximation(CCA)[Koj85] for high connectivity Bethe pseudo-lattice. Another as-

pect of disorder in alloys is the disorder in structure factor arising out of local lattice

distortion due to large size mismatch between components [Bos+92]. The effect of

local lattice distortion on the electronic structures of non-isochoric alloys, e.g., CuPd,

CuBe, using randomness in the structure matrices SAA
LL′ , SAB

LL′ , SBA
LL′ , and SBB

LL′ in ASR
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framework has been studied in detail [SM96]. Finally it may be noted that the in-

creasing accuracy of calculations, as in any numerical implementation, pays back with

high computation demands. To account for this issue, local symmetries of the aug-

mented space can be used to reduce the Hamiltonian and carry out the recursion on a

reduced subspace of much lower rank [Sah+03].

Electronic density of states of various binary disordered systems are calculated.

For all the compounds, unless otherwise mentioned, experimental lattice parameters

as compiled into International Crystal Structure Database(ICSD) are used. We first see

the dos (Fig. 3.5) for Titanium based alloy CrTi, markedly known for its high tensile

properties and corrosion resistance. With the increase in Cr-concentration, T i states

get more de-localised. The spin-resolved dos showing perfect moment cancellation,

validates the calculations with experimental observations. Few more non-magnetic

binary alloy examples shown in Fig.3.6 include MoNb, MoV and MoW . Mo states

are quite similar for Nb and V solvents whereas in the Mo50W50 solution the DOS of

Mo and W are almost same up to minor differences due the difference in chemical

properties of 4d and 5d electrons. In case of magnetic alloy system FeAu in Fig. 3.7,

the Fe-states near the Fermi Energy contribute mostly to the electronic properties and

the Fermi level shifts resulting higher moment with the increasing Fe-concentration.

And finally we show the density of states for FexAl1−x system in Fig. 3.8. The detailed

features will be discussed in latter sections.

3.3 Effective pair Exchange interactions

Ab-initio Hamiltonian with configuration averaging enable us to calculate the disor-

dered properties of alloys. To obtain the phase properties, we need to evaluate the

exchange interaction energies, which govern the dynamics. The chemical exchanges

hold the constituents together to form the alloy while the magnetic exchanges man-

ifests the magnetism by maintaining a stable magnetic ground state. These Effective

multi-site interactions which vary slowly with temperature, compete with the thermal

agitation and results in a spectrum of different regions called the phase diagram of

the alloy. These interactions can either be inferred experimentally, determined within

phenomenological theories or obtained as the result of fitting procedures in specific

statistical models.

In order to understand the onset of ordering in random alloys, one needs a deriva-
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Figure 3.5: DOS for CrTi by ASR

tion of the lowest configurational energy for a specified alloy system. Models have

been set up describing configurational energies in terms of effective multi-site interac-

tions, in particular EPIs [Gon+87]. Within this approach, the analysis of alloy order-

ing tendencies and phase stabilities reduces to accurate and reliable determinations

of these EPI. The simplest model which analyses the emergence of long ranged order

from a disordered phase is the Ising model. So mapping of the energetics of the binary

alloy problem onto an equivalent Ising model is often a natural way of addressing the

problem. Once the effective multi-site interactions, in particular “effective pair ener-

gies” (EPE), is fairly accurately known, the standard statistical analysis of the Ising

model can be employed to analyse the phase stabilities of alloys.

Traditionally there has been two different approaches of obtaining the effective

cluster interactions. The first approach is to start with the electronic structure calcu-

lation and total energy determination of ordered super-structures of the alloy and to

invert these total energies to get the effective duster interactions, namely, the CON-

NOLLY and WILLIAMS [CW83] method. The other approach is to start with a homoge-
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Figure 3.6: DOS for Mo50Nb50, Mo50V50 and Mo50W50 by ASR

neous, completely disordered phase, in it, set up a perturbation in the form of local

concentration fluctuations associated with an ordered phase. One then decides, from

the response, whether the alloy can sustain such a perturbation. At the critical point

the response to such perturbations causes a divergent instability and order appears

in the system. The amplification of a particular concentration wave indicates order-

ing in system. This approach includes the generalized perturbation method (GPM)

[DG76], the embedded cluster method (ECM) [GG77; Gon+84] and the concentra-

tion wave approach [GS83]. All the latter three work are based on calculation within

the frame-work of coherent potential approximation. Recently there has been com-

bined attempt[Dre+89] to obtain effective pair interaction for each individual random

configuration of the disordered alloy using recursion technique and then to obtain the

configuration averaged pair interaction by direct configurational averaging (DCA). We

used the GPM for the analysis.
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Figure 3.7: DOS for FeAu by ASR

Generalized Perturbation Method(GPM): SANCHEZ and FONTAINE [SF78] shown

that the set of multi-cite correlation function {ξ} form a set of complete and independent

variables in the thermodynamic configuration space. The correlation functions are

formally defined as the ensemble average of products of the spin value ni associated

at lattice site i which take values +1 or -1 for A and B atoms, respectively.

ξ1,2,··· ,n = 〈n1n2n3 · · ·nn〉

The state of order is described by the cluster probabilities xi1,i2,··· ,in where i1, i2, · · · , in
take values +1 or -1 for A and B atoms respectively. The cluster probabilities are inter-

related and normalized. The correlation function and cluster probabilities are related

by

xi1,i2,··· ,in =
1

2N

{
1 +

∑

l

E(l; i1, i2, · · · , in) · ξl
}

where E(l; i1, i2, · · · , in) is, in general, a sum of l-order products involving the indices
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Figure 3.8: DOS for FexAl1−x by ASR

i1, i2, · · · , in and N is total number of indices.

As stated above, we have begun with a homogeneously disordered alloy AxB1-x,

where every site is occupied by either an A or a B type of atom with probabilities

proportional to their concentrations. We define the local ‘occupation’ variable n(~Ri)

to be a random variable which takes on the values 1 and 0 according to whether the

lattice site ~Ri is occupied by an A or a B atom. For a homogeneous perfect disorder

the average 〈〈n(~Ri)〉〉 = x, the atomic concentration of the component A in the alloy.

In this homogeneously disordered system we now introduce fluctuations in the oc-

cupation variable at each site: δn~Ri
= n~Ri

− x. This perturbative approach expands

the total electronic energy of a particular atomic configuration in terms of effective
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renormalized cluster interactions (E(0), E
(1)
R , · · · ) as follows:

E = E(0) +
∑

~Ri

E
(1)
~Ri
δn~Ri

+
∑

~Ri

∑

~Rj

E
(2)
~Ri

~Rj
δn~Ri

δn~Rj
+ . . .

∑

~Ri

∑

~Rj

∑

~Rk

E
(3)
~Ri, ~Rj , ~Rk

δn~Ri
δn~Rj

δn~Rk
+ . . . (3.10)

here,

(i) ~Rn = ~Ri − ~Rj where i 6= j.

(ii) δn~Ri
= n~Ri

− x is the usual Flinn operator[Fli56] (or the spin-deviation operator

in magnetism) and 〈〈δn(~Ri)〉〉 = 0.

(iii) in a homogeneously disordered alloy 〈〈E〉〉 = Edis = E(0).

(iv) if EQ
~Ri

is the configuration averaged total energy of a configuration in which any

arbitrary site ~Ri is occupied by a atom of the type Q and the other sites are

randomly occupied, then:

E
(1)
~Ri

= EA
~Ri
− EB

~Ri
(3.11)

(v) if EQQ′

~Rn
is the averaged total energy of another configuration in which the sites

~Ri and ~Ri + ~Rn are occupied by atoms of the types Q and Q′ respectively and all

other sites are randomly occupied, then:

E
(2)
~Rn

= EBB
~Rn

+ EAA
~Rn

− EAB
~Rn

− EBA
~Rn

(3.12)

(iv) The single-site energy E(1)(~Ri) is unimportant for bulk ordered structures emerg-

ing from disorder. It is important for emergence of inhomogeneous disorder at

surfaces and interfaces [DM96]. The pair energies E(2)(~Rn) dominantly govern

the emergence of bulk ordering.

(v) The multi-site energies E(3)(~Ri, ~Rj, ~Rk) . . . are usually too small to affect our con-

clusions qualitatively, except in cases of complex ordering. We shall ignore all

such terms.

The interpretation of equation (3.12) leads us to note that although each of the

terms EQ(~Rn) are of the O(103) Ry, the pair energy is of the order of mRy. The OP
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formalism [Bur76] based on recursion [HHK72] was introduced by Burke precisely to

calculate such small differences accurately, albeit in a different situation.

The total energy of a solid may be expressed in a generalised form as : E =

EBS + ECore + EDC + EMad, which can be separated in to two parts, the band term

EBS and an electrostatic term EES which, in turn, consists of : the Coulomb repul-

sion of the ion cores ECore, the correction for double counting terms(EDC) due to

electron-electron interaction in EBS, and a Madelung energy (EMad = 1
2

∑
ij Mijqiqj

where Mij = (1 − δij)/~Rij is the Madelung matrix in atomic units) in case the model

of the alloy has atomic spheres which are not charge neutral (qi, qj). The renormal-

ized cluster interactions defined in Eq.3.10 should, in principle, include both EBS and

EES contributions. Since the renormalized cluster interactions involve the difference of

cluster energies, it is usually assumed that the electrostatic terms which mainly has

single-site character in charge neutral medium, cancel out and only the band contri-

bution is important. Obviously, such an assumption is not rigorously true, but it has

been shown to be approximately valid in a number of alloy systems[Tur+88]. We shall

accept such an assumption and our stability arguments starting from the disordered

side, will be based on the band structure contribution alone.

The Band energy EBS is of the form:

EBS =

∫ EF

E n(E) dE =
1

2πι

∮
Trace [G(z)] z dz ,

where the density of states n(E) is obtained from the resolvent G(z) = (z − Ĥ)−1 by

n(E) = − 1

π
ℑmTrace [G(E + ιδ)] .

The direct evaluation of these large energies to obtain their differences is not advisable,

instead we will find the Band energy combination as mentioned in Eqn.3.12 in an

alternate and efficient way discussed in the proceeding section.

Orbital Peeling

Effective pair interactions are basically the cohesive energy differences obtained from

ASR. The averaging of these EPIs has to be done with high precision and under the

same class of treatments of disorder. The Orbital Peeling (OP) method is a real space

prescription of direct calculation of the differences in energy moments of local dos
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and avoids numerical instabilities due to subtractive cancellations. It is based on the

same recursion method, which we have used to obtain the electronic structure, and

in which we can control and estimate the errors systematically[Ehr80]. The effective

pair interactions (3.12) can be related to the change in the configuration averaged

local density of states :

E
(2)
~Rn

=

∫ EF

−∞

dE (E − EF ) ∆〈〈n(E)〉〉 (3.13)

where ∆〈〈n(E)〉〉 is given by :

∆〈〈n(E)〉〉 = − 1

π
ℑm

∑

QQ′∈AB

Tr〈〈(EI −H(QQ′))−1〉〉ξQQ′

ξQQ′ = 2δQQ′ − 1, i.e., is +1 or -1 according to whether Q = Q′ or Q 6= Q′, respectively.

There are four possible pairs QQ′ : AA, AB, BA and BB. H(QQ′) is the Hamiltonian of a

system where all sites are randomly occupied except ~Ri and ~Rj = ~Ri + ~Rn which are

occupied, respectively, by atoms of the type Q and Q′. This change in the averaged

local density of states can be related to the generalized phase shift η(E) through the

equation :

∆〈〈n(E)〉〉 =
dη(E)

dE
=

d

dE

[
log

{
det〈〈GAA(E)〉〉 det〈〈GBB(E)〉〉
det〈〈GAB(E)〉〉 det〈〈GBA(E)〉〉

}]

〈〈GQQ′

(E)〉〉 is the configuration averaged resolvent of the HamiltonianH(QQ′), i.e., it de-

scribes the Green function with two atoms fixed at two positions and embedded in all

possible combinations. The underlying complications of integral in Eq.3.13 lies in mul-

tivalued phases of GQQ′

and prohibitive to employ standard routines (e.g., Simpson’s

rule or Chebyshev polynomials). The generalized phase shift η(E) can alternatively

be calculated by the repeated application of the partition theorem on the Hamilto-

nian HQQ′

as suggested by BURKE [Bur76], albeit, in a different context. Moreover, it

is more efficient because the sub-block of effective augmented space Hamiltonian H̃

relative only to the two sites of concerned atoms are affected and everything else re-

mains unaltered. As our projected basis is also sub-spaced by a minimal set of orbitals,

a more complete specification of the utilization of the Orbital peeling is to have the

configuration averaged resolvent decomposed in terms of orbitals and sum all possible

combinations of the two sites. The pair energy function is simply now defined in terms
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of poles and zeroes of the Greens function, as :

F (~Rn, E) =
∑

QQ′∈AB

lmax∑

α=1

ξQQ′

∫ E

−∞

dE ′ (E ′ − E) log〈〈GQQ′

α (E ′)〉〉

=
∑

QQ′∈AB

lmax∑

α=1

[
p−1∑

k=1

Zα,QQ′

k −
p∑

k=1

Pα,QQ′

k +
(
Nα,QQ′

P −Nα,QQ′

Z

)
E

]
(3.14)

where 〈〈GQQ′

α (E)〉〉 denotes the configuration averaged resolvent in which the orbitals

from 1 to (α − 1) are deleted (peeled), hence the name. Zα,QQ′

k (E) and Pα,QQ′

k (E)

are its zeros and poles ≤ E and Nα,QQ′

Z (E) and Nα,QQ′

P (E) are the number of such

zeros and poles of the relevant resolvent 〈〈GQQ′

α (E)〉〉 below E. The zeros and poles are

obtained directly from the recursion coefficients for the averaged resolvent calculated

from the TB-LMTO-ASR. This method of zeros and poles enables one to carry out the

integration in equation (3.13) easily avoiding the multi-valuedness of the integrand

involved in the evaluation of the integral by parts.

The effective pair energy (EPI) is then given by :

E
(2)
~Rn

= F (~Rn, EF ) . (3.15)

In conclusion, we have projected our problem onto to an effective Ising model :

Heff = −1

2

∑

~Ri

∑

~Rn

J(~Rn) σ(~Ri)σ(~Ri + ~Rn) J(~Rn) = −2E(2)(~Rn)

3.4 Statistical Analysis

We have discussed the development of ab-initio methods to study the ground state

properties of many-body systems. Now extending these results to high temperature

range is the real motivation of doing all these things as the application is never going

to be used at 0◦K. And then we have the obvious choice left that is doing a statistical

analysis. Any equilibrium state is the most energetically favorable state available to the

system. A system that is out of equilibrium will evolve toward equilibrium. The driving

force for this transformation is derived from the requirement that the system minimize

its free energy. The statistical mechanics of classical systems in thermal equilibrium

starts with Ludwig Boltzmann: The statistical definition of the entropy, S = k logW ,

provides a connection between the microscopic atomistic description of a many-body
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system with macroscopic thermodynamics. Here W is the number of micro states of

the system.

In statistical analysis the starting point is the configurational partition function

which can be written as

Z =
∑

states

exp

(
−Estate

kT

)
=
∑

{n}

g({n}) exp
(
E({n})
kT

)
,

where g({n}) is the statistical weight of the configuration defined by the set of vari-

ables {n}.

3.4.1 Ordering Energy

Out of related mean-field based studies of Cowley[Cow50b], Krivoglaz [Kri69], and

Clapp and Moss [CM66; CM68] emerges simple relationship between experimentally

observed diffuse scattering and the Fourier transform of the effective pair interactions

(EPI) V (~k). Known as the Krivoglaz-Clapp-Moss (KCM) formula, it treats the concen-

tration fluctuations by the single site mean-field Bragg-Williams approximation. The

inverse susceptibility or the diffuse intensity which measures the response of the dis-

ordered system to the concentration fluctuation perturbation described above, is

χ−1(~k) ∝ 1 + x(1− x)βV (~k) ,

where ~k is the wave vector of the fluctuation spectrum. The diffuse intensity has a

maximum where V (~k) is minimum. This has been suggested by PHILHOURS and HALL

[PH67], and CLAPP and MOSS [CM68] have formally shown that a sufficient (but not

necessary) condition for a stable ground state is that the wave vector of concentration

waves corresponding to an ordered phase lie in the positions of the minima of the

Fourier transform of the pair energy function or the maxima of that of J(~Rn) :

V (~k) =
∑

~Rn

exp (i~k · ~Rn)J(~Rn) = −2
∑

~Rn

exp (i~k · ~Rn)E
(2)(~Rn) (3.16)

Finally, the EPIs also directly give the ground state ordering energies on a given

lattice :

∆Eord =
1

2

∑

n

E(2)(~Rn) Qn (3.17)
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where n is a n-th nearest neighbour of an arbitrarily chosen site (which we label 0)

and Qn = (x/2)(NBB
n − xNn), NBB

n is the number of BB pairs and Nn the total number

of pairs in the n-th nearest neighbour shell of 0, x being the concentration of B-type

atoms. It describes the difference between the considered state and a statistically

uncorrelated arrangement.

3.4.2 Monte Carlo Simulation

Recently, with the development of computation power, increasingly more efforts has

been made to understand order-disorder phenomena and other phase transitions in

solids basing on the ab-inito calculations. The initial approach in every effort is to

re-frame the Hamiltonian of the problem (order-disorder) to some theoretical model

description like an open shell Ising type Hamiltonian of the form

Ĥ =
∑

ij

JijSiSj +
∑

i

hiSi , (3.18)

where Si is the spin variable associated to the ith lattice site and hi is the applied

magnetic field of the system. The important average properties needed for description

of the phase diagram are the average internal energy 〈E〉 and average magnetisation

〈M〉 as functions of temperature T . In the equivalence to the chemical transition in

disordered alloys, for example, spin variables ±1/2 map on to alloy component type

±1 (A/B) and then the magnetisation profile corresponds to the long range order pa-

rameter. The sub-critical region of reduced ferro or anti-ferromagnetic phase depicts

the short ranged local ordering of the alloy. In this light, the solution of the Ising type

Hamiltonian and the computation of the corresponding phase diagram is done with

the following approximate methods :

a. Mean-field (or Bragg-Williams)[Kik51] approximations and its variants (These are

crudest of all but definitely the best start point to consider.),

b. Renormalization group transformation (sophisticated analytical framework and

hence has very limited application the simple systems only) and

c. Monte Carlo simulations.

Monte Carlo simulation is a class of stochastic computer algorithms based on the

use of sampling of random numbers and probability statistics to investigate problems,

in general, with many degrees of freedom to obtain average properties. The history

goes back to as early as 1949 when METROPOLIS and ULAM [MU49] in their paper
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“Monte Carlo methods” suggested a statistical method using random numbers to solve

a class of problems in Physics and Mathematics involving differential equations. This

paper opened an era of possibility of natural emulation through computing devices,

which, off course had to wait until the well supporting development of the computing

power. Monte Carlo method employs a random distribution to simulate for nature to

sample a probabilistic space for counting of states which is effectively integration in

higher dimensions. Owing to it’s overweening usefulness in different fields of sciences,

a corpus of Monte Carlo exists in literature. Our interest is concentrated here on the

equilibrium Monte Carlo methods for random binary alloys. The details of this method

with several useful applications are available in specialized texts[BH10; LB00; NB99]

.

For a statistical system in thermal equilibrium at temperature T , the probability dis-

tribution followed by the microscopic configurations (labelled by C) is the Boltzmann

distribution (Gibbs measure)

P (C) = Z−1 exp(−βE(C)) . (3.19)

We have used the usual notation, β = 1/kBT is the inverse temperature and Z =
∑

C∈Ω exp(−βE(C)) is the partition function and Ω represents the probability space of

all configurations. The average value 〈A〉 of any general state function A(C), without

additive kinetic energy contributions, is thus (integration is necessarily replaced by a

summation in discrete computational framework)

〈A〉 =

∑

C∈Ω

A(C) exp(−βE(C))
∑

C∈Ω

exp(−βE(C))
(3.20)

The partition function is unknown and calculating it, is always the difficult part of the

problem. In Monte Carlo simple sampling, one samples the whole phase space uni-

formly randomly using only a characteristic subset of phase space points {C1, C2, · · · , CN}.

But it is evident from Eq. 3.20, cf. Fig.3.9 that most of the significant regions of phase

space are highly concentrated due to the exponential terms in the above sums. So

rather than using a crude Monte Carlo, which becomes eventually impractical, one

employs the importance sampling Monte Carlo which basically, as the name suggests,

samples the relatively important area of the sum by a choicest probability distribu-
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tion function(p(x)) that closely and suitably follows the form of the function under

consideration.

〈A〉 =

∑

C∈Ω

A(C)

p(C)
exp(−βE(C))p(C)

∑

C∈Ω

exp(−βE(C))
p(C)

p(C)

(3.21)

Now if one generates the configurations with probability p(x), then

〈A〉 =

∑

C∈p(C)

A(C)

p(C)
exp(−βE(C))

∑

C∈p(C)

exp(−βE(C))
p(C)

, (3.22)

And it is the importance sampling of the given phase-space[MU49]. The choice of the

pdf p(x) is typical to the class of the problem. One widely accepted choice for p(x),

in statistical mechanics, is the Boltzman probability itself. Here one doesn’t need to

know the individual probability of any configuration, rather the transition probability

is needed which additionally enables avoiding the calculation of the whole partition

function Z. One has to choose configurations with a probability p = exp(−βE) and

weight them evenly, like, for example, the estimate of A in the simulation is simply

obtained as an arithmetic average

〈A〉 = 1

N

N∑

i=1

Ai

as opposed to choosing configurations randomly and weighting them with exp(−βE)
as done in brute-force Monte Carlo.

3.4.2.1 Detailed Balance

The probability distribution P (C, t), in general, is a time-dependent property that de-

scribes the probability for the stochastic variable C of the system to have the value C.

The stochastic variable can be any microscopic degrees of freedom viz., the local con-

centration (ηi) of the alloy or local spin (Si). Transitions from a configuration of the

system described by C ′ to another state identified by C ′′ will change the corresponding
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Figure 3.9: A schematic representation of phase space Ω
as blue frame-box with a red disc corresponding to high
probable region of states at a particular temperature T .
Black cross marks are uniformly gridded/random simple
sampling points. Many of these points are just negligibly
contributing in the averaging(Eqn.3.20). A green line rep-
resents a Markov chain of importance sampling. Two dif-
ferent chains shown to start at two arbitrary points eventu-
ally converging to the important phase space region, with
acceptable fluctuations.

occupations of P (C ′, t) and P (C ′′, t), as

dP (C ′, t) = − dP (C ′′, t) = P (C ′, t)T (C ′, C ′′) dt .

The summation over all possible transitions, for a discrete stochastic variable, results

in a continuity relation known as the master equation

∂

∂t
P (C, t) =

∑

C 6=C′

[P (C ′, t)T (C ′, C)− P (C, t)T (C,C ′)] , (3.23)

where T (C,C ′) is the time independent transition probability distribution or transition

rate for the transition of the system from state C to state C ′. Thus follows the master

equation for a stationary equilibrium probability-distribution function P (C) ≡ Peq(C)

∑

C 6=C′

[P (C ′, t)T (C ′, C)− P (C, t)T (C,C ′)] = 0 . (3.24)

A stochastic process generating a series of configurations with time(not necessarily

physical time) in which each transition only depends on the current configuration and

not on the history is called a Markov process[LB00]. At each step of this fictitious time,

the system is in one of all possible configurations comprising Ω. Successive configura-

tions are generated by using the relative probabilities of the initial(Ci) and final(Cj)

configurations called the transition probability Tij. To depict a physical system, the

transition probability matrix T must form a stochastic matrix, i.e., satisfy following

typical requirements: (i) The probabilities(matrix elements) must be positive. Tij ≥ 0

(ii) Total probability must be a definite or unity if normalized(rows sum up to unity).
∑

j Tij = 1. The irreducibility (every configuration Cx is accessible from any con-
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figuration Cy by some finite probability in some finite time steps) and aperiodicity (a

configuration can be reversed in a single time step Tii > 0) of the Markov chain ensures

ergodicity of the system. The stationary and reversible master equation 3.24 can one

way be satisfied term by term which poses as requiring the equilibrium be achieved

both locally and globally. This equality is hence called the principle of detailed balance

:

P (Ci)Tij = P (Cj)Tji . (3.25)

This basically indicates that the evolution for a favourable configuration has come

to an end with the state probability being limited to P (Cj). Monte Carlo simulation

produces a Markov chain of system configurations at equilibrium. What the simulation

seeks for is a high probable equilibrium state of the system at some point down the

chain. The choice of such transition probability is tactical though not unique.

3.4.3 Glauber dynamics

The goal is to construct a Markov chain of random walks through the phase space

of the N-particle model system such that it has a desired stationary and converged

distribution P (C). One may simply consider a specific site on the lattice according

to some rule, make a single spin flip with a certain probability, find the change in

energy and accept the new configuration if it’s energetically favoured. At equilibrium,

Eq 3.25 is numerically sampled. This prescription of capturing the stochastic evolution

id known as the Glauber dynamics[Gla63]. So one needs to find a suitable ergodic

transition matrix constrained by the detailed balance condition. A move from a state

Ci to a state Cj is proposed according to some proposal probability qij . It needs to

be chosen in such a way that the Markov chain will be ergodic. The reverse transition

from Cj to Ci is proposed with the same probability, i.e., qij = qji. It ensures the

ergodicity. By the detailed balance 3.25

Tij
Tji

=
P (Cj)qji
P (Ci)qij

.

With qij = qji and P (C) = exp(−βE(C))/Z,

Tij
Tji

= exp(−β(E(Cj)− E(Ci)) = exp(−β∆E) .
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According to Metropolis choice, Tji = 1 and

Tij =




exp(−β∆E) if ∆E > 0

1 if ∆E ≤ 0
.

It clearly satisfies the detailed balance condition Eq 3.25 by construction; Any spin con-

figuration is obtainable from any other straightforwardly by the single flip method, so

irreducibility and also aperiodicity are evident in this algorithm. This algorithm was

introduced by METROPOLIS et al. [Met+53] in their classic paper; famously known

as the Metropolis algorithm, is identifiably a flavour of Glauber dynamics with fast

convergence. There exists several other update schemes, in addition to Metropolis,

viz., Glauber, and heat-bath dynamics, but all update schemes, incumbent on the sat-

isfying of the detailed balance, leads to much of the same results for equilibrium phe-

nomena. Summarisingly, the state Cj is accepted as the next state of the chain with a

probability T accept
ij = min(1, exp(−β∆E)). When Cj is not accepted, the next state of

the chain will again be Ci. In practice of coding, the implementation goes like this:

1. Generate a lattice as per the problem specifications. For simplicity we consider

equal-sided d-dimensional (hyper)cubic lattice with each side length L and the

total numbers of sites N = Ld. Populate the lattice with spins +1 or −1 randomly

(hot start) or all spins either up or down (cold start).

2. Start from a site as beginning and go sequentially on up to the end of the lattice

for checking following steps for each site.

• Propose the spin flip and find out the change in energy ∆E resulting from

the flip.

• Accept the flip if ∆E ≤ 0.

• Otherwise, generate a random number r ∈ [0, 1] and accept the flip only if

r < exp(−β∆E).

It’s pertinent to mention that (a) unlike the method of choosing a random site,

this book-keeping style choice tampers ergodicity slightly, especially, for small

size systems and less number of repetitions(sweeps), but it has considerable ad-

vantages in computation (b) a single spin-flip ensures small change in energy

thus larger acceptance probability.
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3. Attempts covering all the N -sites usually considered as a unit of Monte Carlo

steps called the sweep characterizes a non-deterministic time scale of the simu-

lation. Quantities of interest are collected at each sweep and averaged to yield

the ensemble average property. However, it should be noted that, the system

is not under equilibrium from the very beginning of the simulation and hence

one must identify and discard these non-equilibrium data. Due to correlations

in the random numbers generated by a computer, the successive configurations

may have high correlations leading to a non-Markovian nature of the simulation.

Necessarily one has to avoid the memory of initial configuration and take only

the asymptotic average value by dry-running several sweeps, a practice called the

thermalization or equilibration of the system, and assess the results numerically

using standard statistical techniques like autocorrelation and binning of data for

convergence in order to identify the initial correlated fluctuations.

4. In the vicinity of the critical point in a system in equilibrium various quantities

are characterized by power law singularities which are governed by some critical

exponents. These exponents are however universal and do not depend on the

details of the model and categorize the phase transitions as the so called uni-

versality class of the system. This universality helps us not to worry about the

critical exponents and estimate the transition temperature fairly accurately.

3.4.4 Kawasaki dynamics

The transition rate is a key quantity from physical point of view. The choice is not

unique and that gives a broader perspective to the simulation. Unlike in the last sec-

tion, the rate can be chosen such as the order parameter is conserved. It is usually

necessary in physically plausible descriptions of properties associated with transport

phenomena such as diffusion, conduction, vacancy dynamics etc. If the order parame-

ter is local concentration(spin) then it simulates a system in which the total concentra-

tion(magnetisation) is fixed. This is called the Conserved order parameter (COP) sim-

ulation. One widely used COP Markov chain in Ising configuration space is Kawasaki

dynamics [Kaw66]. In Kawasaki dynamics the fundamental move is a flip of pair of

opposite spins. The pair can be chosen at any distance randomly but to simulate the

real physical system, choice of adjacent pair is preferred. Both Glauber and Kawasaki

dynamics preserve the Boltzman distribution and have the same static critical expo-

nents, But the addition of a conserved quantity makes the dynamic slower[Smi+08]
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and the Kawasaki dynamics has different dynamic universality class characterized by

the exponent associated with the correlation length. Hence we will use it only for the

chemical ordering simulations.

3.4.5 Finite Size Effect

In principle, the errors can be made arbitrarily small if only enough computer time

is invested. In practice sufficient accuracy is obtained for systems with fairly short-

ranged interaction only. Phase transitions only occur in the thermodynamic limit. The

fundamentally diverging quantities of phase transitions, e.g., the correlation length,

can not diverge in the limit of finite size of simulation owing to the limited memory

and processing power of computer. These quantities scale with the linear size (L) of

the system. The order parameter exhibits an unphysical long tail after the supposed

transition, and the smoothness even precludes the identification of the order of the

phase transition. With increasing L one observes a shift in the peak of any diverging

thermodynamic quantity with simultaneous narrowing and thus the maxima of these

quantities do not correspond to accurate TC . A detailed and systematic analysis of

this effect and deduction of conclusions for the thermodynamic limit by setting up

proper scaling exponents is called the finite size scaling(FSS)[Kad+67]. In this finite

size scale ansatz, regression of a chosen function of any finite size scaled quantity

can determine the transition temperatureTC . The thermodynamic quantities can also

empirically be extrapolated to an infinite system with these tunable parameters. One

more elegant and useful theoretical tool to account for the high-temperature tail is

the higher order cumulant approximation of BINDER [Bin97]. The cumulant method

employs a Gaussian assumption to the order parameter distribution to characterize the

order of the transition[CLB86] and provides finite size scaling all in one. It is formally

shown that the fourth order cumulant of the order parameter is a constant w.r.t. L at

the point of transition.

U4(tL
1/ν) = 1− 〈M4〉

3〈M2〉2

and

〈M4〉 =




〈M2〉2 for T < TC So UL = 2

3

3〈M2〉2 for T > TC So UL = 0

So the calculation of C4 as a function of temperature for a range of L, through the

intersection of resulting curves, provides a very precise estimation of the calculated
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transition temperature of the simulation.

3.4.6 Boundary Conditions

Boundary conditions are necessary to curtail the edge effects on simulation and thus

helps in preserving the symmetry of the lattice by mandating equal numbers of spin-

spin interactions for all sites. The most intuitive and prevalent in use is the periodic

boundary condition(pbc) in which the spins at the edge are made to interact with

the corresponding spin at the geometrically opposite edge. The structure becomes a

toroid in one dimension higher than that of the system itself. However, the simulation

can be made more useful by choosing boundary conditions appropriate to the model

studied, its physicality, the computational optimization of the calculations etc. Like a

free boundary condition would be appropriate for surfaces while a fixed one would be

more suited for trapped clusters. Even the anisotropic combinations thereof can be

sometimes useful. The choice of boundary condition affects the finite size scaling of

the system [Sel06], But the finite size scaled transition temperature is discordant to

this choice[VS98].

We used the so called skew-periodic boundary condition, in which the spin of at

the edge of one row is the neighbour to the spin at the beginning of the next row. In

effect, the topology of any lattice of any dimension becomes a ring. This facilitates

for considering one such ring for one basis in the Bravais lattice of the crystal. Like

shown in Fig.3.10, the skew bc of a 2D square lattice with two rings for the square-

corner and the square-centre positions, a 3D BCC lattice needs 2 rings and FCC, 4

rings for simulation. Multi-spin coding, which is very effective in reducing the compu-

tation requirement for 2d Ising model, is not suitable for simulations with interactions

ranging beyond the nearest neighbour, due to the over-head of bit-manipulations. Re-

sorting to vectorization of this kind, in this scenario, is quite instrumental. In addi-

tion, this extends the scope of the code for studying typical sub-lattice decomposed

magnetism(anti-ferro) and chemical orderings of complex superstructures found in

alloys.

3.4.7 Code Implementation and practicalities

A Monte Carlo(MC) program was developed in Fortran 90 computer language. All

the discussions made earlier were taken into considerations and aimed at tackling the
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Figure 3.10: Skew-periodic bc for a face-centred square

lattice shows the coding modus operandi of atomic sites
numbering. One array stores the red sub-lattice and an-
other the blue one; numbering starts from the beginning
and continues through all the dimensions(x,y,z as appli-
cable), till the sub-lattice end (here up to L2 where L be
the linear size.).

specific problem we are dealing, the code was optimized for faster and better results.

Any of the obtainable configuration dependent quantities from the simulation was, in

essence, averaged over large number of effective dimensions like, to say, the internal

energy E of the system is expressed as :

〈E〉 = N−1
conf

∑

all conf

N−1
sweep

∑

all sweep

N−1
sites

∑

i = all sites

−1

2


∑

j
k

Jk Si · Sj
k


 . (3.26)

In order to avoid falling in local minimum, several initial random configurations(Nconf)

are considered for each of which, sufficient number of MC sweeps(Nsweep) over the

whole lattice(Nsites=2×L3) excluding the initial equilibration phases(Mskip nos. of

sweeps) are made. So this set of variables quantify our simulation. In thermal equi-

librium, the magnitude of the response of the system to a applied driving force closely

relates to the fluctuations of the corresponding property. For example, in zero external

magnetic field, the temporal fluctuations of the magnetisation 〈M2〉h=0 is related to the

linear susceptibility χ ∝ 〈M2〉, of the magnetic system. For binary alloys nearest neigh-

bour interaction strength is the most contributing to phase stability. However, often

the exchanges up to several neighbours are significant by magnitude and/or sign. But

the numerical determination of far range exchanges are extremely difficult as these

values itself lie within the error bars of the computation. Moreover, the increase in

less interacting neighbours slows down the MC simulation opposed to any substantial

improvement in accuracy. We have made a choice of consideration up to the fourth

near neighbour. The total number of pairs included by this inclusion, for bcc lattice is

fifty (8+6+12+24). The code is developed for Ising-type model. It shares the same

universality class with the alloy transformations. The phase transition for Ising model

in two dimensions has analytically been solved. So it provides a sanity check to the

start of any Monte Carlo code. In left panel of Fig.3.11, we see in the simulation of

a 2d Ising model with J=kB, with the increase in size of lattice Tc tends to its exact
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Figure 3.11: (left) The effect of lattice size is prominent for 2d-Ising model. (right)
The order parameter for a denser (square-centred) 2d lattice.

value T=2.27. In the right panel, the result for a square-centred 2d Ising lattice the

results is very similar. But in very low temperature region, magnetisation is seen to

be increasingly fluctuating with the lattice size. This is due to the bi-modality of the

probability distribution of the magnetisation parameter. At low temperature contigu-

ous clusters of both up-spin and down-spin are formed and the change in energy at

domain boundary is very little. So large sized systems, it needs more Monte Carlo

time, even more than that as required to overcome the critical slowing down, to attain

the ground state. We have deliberately performed the simulation for all sizes shown

here, with equal sweeps and thermalization steps. This type of delayed equilibration

at low temperature, albeit for a different reason of spin freezing, is crucial in spin-glass

studies[BY85].

A slightly modified version of the typewriter updating sequence is the checkerboard

scheme in which updating is done by regularly going from one site to its next nearest

neighbour, effectively updating first one sub-lattice, then the other. The skew-periodic

bc, in terms of computation, is more compatible with this type of updating, where

instead of going to a distant memory location of the computer, every nearly located

equivalent site of all the rings is tried for a flip first. This is not exactly the so called

multispin coding(MSC) of CREUTZ, JACOBS, and REBBI [CJR79]. The MSC is very ef-

fective in size reduction and time optimization by assigning spin variable to the bits

of computer words and then the operations like flip proposal and acceptance are per-

formed using logic operations on those words. However, the gain is limited to the

coordination of each spin considered in the simulation and for long ranged interac-
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tions the overhead of these operations, in fact, slows down the simulation by several

folds.[ZHR81] So this pseudo-MSC is a kind of trade-off between conventional multi-

dimensional array based MC coding and the MSC.

The utmost requirement of a MC simulation is a good random number generator(RNG).

The generation and characterization of RNG, rather call it Pseudo-RNG (PRNG) in its

true sense, is itself an active area of research now. A pragmatic discussion is inexorably

found in all literature references. Routines for uniform PRNG are readily available.

We have used a combined linear congruential generator. With cross calculations using

compilers (gfortran & ifortTM) provided generators, we verified the consistent nature

of output.

The statistical error in Monte Carlo scales inversely with system size. The finite size

scaling circumvents any confrontation to that in the determination of Tc. It is notable

that systematic errors are expected to arise based on the methodologies, the choice

of algorithms and boundary conditions etc. We have not tried to assess these errors,

which are very difficult to quantify, because that’s not imperative to our study.

3.5 Results and Discussion

The TB-LMTO-ASR-OP proposed by us will provide a unified recursion based tech-

nique to study problems of disorder-order transitions in binary alloys. Finally, a word

about similar work done earlier using different methodologies. This is important in

order to gauge the accuracy of our new approach against earlier results. The earli-

est work was that by BOSE et al. [Bos+97]. Their approach was by the LMTO-CPA

using the Liechtenstein formula. In a later work by LONG and AKAI [LA07] the pair

energies of FexAl1−x was obtained using the KKR-CPA and the Lichtenstein formula.

Curiously, there was no reference to the earlier work. We should also mention the

works of DORFMAN [Dor99] and LIUBICH, DORFMAN, and FUKS [LDF02]. The authors

treated the concentration dependencies of the pair energy functions both empirically

from X-ray scattering data and from first principles LMTO-CPA. We shall compare our

results with these works in a later section.

3.5.1 Density of states

Before we begin an analysis of the phase stability of the alloys, we shall first obtain

the densities of states using our TB-LMTO-ASR and compare it with earlier work. This
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Figure 3.12: (left) Partial and total densities of states for the Fe0.5Al0.5 alloy (right)
Total densities densities of states for Fe0.5Al0.5 alloy from SQS and ASR.

will be a yardstick of the accuracy of our method. In Fig. 3.12 left panel we show

the partial densities of states (PDOS) for Fe and Al (nFe(E) and nAl(E)) and the total

densities of states (TDOS) (x nFe(E)+ (1 − x) nAl(E)) for Fe0.5Al0.5. The component

projected partial densities of states clearly indicate the s-p like states of Al(with -0.04

µB) and the more localized d-states of Fe(with magnetic moment 0.76 µB).

We shall first compare our results with that of BOSE et al. [Bos+97]. This work

was based on the LMTO-CPA and used the Barth-Hedin exchange functional. The

Madelung energy was avoided by the use of neutral spheres for both Fe and Al. We

have used the same exchange functional but used the idea suggested by RUBAN and

SKRIVER [RS02] to estimate the Madelung effects. We compare the left hand panel of

our Fig. 3.12 with the Fig. 1 of Bose et al., and note that the agreement is more than

satisfactory.

We also compare our ASR results with that obtained from the special quasi-random

structures (SQS) based approach combined with the pseudo-potentials (PP) available

in the VASP codes. The concept of SQS was proposed by Zunger et al., [HDZ90;

Jia+04; Wei+90; Zun+90], about which we will be discussing more in the next

Chapter 4. The SQS, like the ASR, overcomes the limitations of the coherent poten-

tial approximation. The SQS also takes into account the distribution of distinct local

environments, the average over which corresponds to the averaged properties of the

random alloy. The right panel of Fig. 3.12 compares the ASR TDOS with that obtained

from a 32-site SQS. Note that the super-cell technique used in the SQS leads to spu-

rious fine structure in the TDOS. We have smoothed the TDOS using a small constant

imaginary self-energy. The comparison shows remarkable agreement between the PP-

SQS and TB-LMTO-ASR. This gives us confidence in the use of TB-LMTO-ASR. There
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are approximations in the use of ASA in TB-LMTO and in the ‘termination’ procedure

in the recursion method. Nevertheless, the TB-LMTO-ASR remains accurate at least

for FexAl1−x alloys.

3.5.2 Pair Energies and stability analysis

We have calculated the composition dependent pair energy functions using the TB-

LMTO-ASR coupled with the orbital peeling technique and the result for the equi-

atomic composition is shown in Fig.3.13. The nearest neighbor pair energy function

shows the characteristic shape of a positive lobe, indicating ordering, near the position

of half filling, flanked by negative lobes indicating segregation near empty and full

filling fractions.

Again, if we compare our Fig. 3.13 with the Fig. 2 of Bose et al., we note the

satisfactory agreement between the two. The pair energy functions of Bose et al., were

obtained via a LIECHTENSTEIN et al. [Lie+87] type formula involving the scattering t-

matrices of the CPA. The self-consistent estimates for the dominant nearest neighbour

effective pair interaction by Long and Akai [LA07] were ∼ 10 and 12 mRy respectively
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Figure 3.15: Ordering energies for
seven different bcc based super-
structures for FeAl (see Table 3.1).

for the 25-75 and 50-50 compositions. Bose et al., [Bos+97] was ∼ 18 mRy for the

50-50 compositions. Our estimates came out to be ∼ 9.7 and 12.2 mRy respectively

for the 35-75 and 50-50 compositions. Such a remarkable agreement convinces us of

the accuracy of our orbital peeling technique, since the effective pair interactions are

small energy differences which are very sensitive to the method of calculation and its

approximations.

We should note here that both the pair energy function itself and the position of

the Fermi energy depend upon the composition of the alloy. The position of the Fermi

energy is also crucially related to band filling which is composition dependent. This is

in contrast to some analyses (like the Connolly-Williams) which depend on similar, but

composition independent, pair energy functions. The Fig.3.14 shows the pair energies

E(2)(~Rn) as a function of n for three different compositions.

The behaviour of the pair energies change systematically as the concentration of

Fe in the alloy increases. The sign of the dominant nearest neighbour pair energy does

not change sign with Fe concentration, indicating ordering tendency throughout this

composition range. The pair energies rapidly converge to zero with distance. In fact,

although we have shown the pair energies up to the seventh nearest neighbour shells,

their values beyond the fifth shell are smaller than the error bars of our calculational

method and therefore these numbers are not really reliable. We also note that for the

lower Fe concentrations the pair energies oscillate in sign with distance, leading to the
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Figure 3.16: The plane bounded by the lines (00h) and (kk0) in reciprocal space
within the bcc Brillouin zone

possibility of frustration.

Table 3.1: Weights for different neighbouring shells for seven different bcc based equi-
atomic superstructures.

Structure 1 2 3 4 5
Segregated 1.00 0.75 1.50 3.00 1.00

B2 -1.00 0.75 1.50 -3.00 1.00
B32 0.00 -0.75 1.50 0.00 -1.00
B11 0.00 0.25 -0.50 0.00 -1.00
ST1 -0.50 0.25 0..00 0.50 0.00
ST2 0.000 -0.25 -0.50 0.00 1.00
ST3 0.50 0.25 -0.00 -0.50 0.00

The results of the ordering energies for seven different structures and super-structures

based on the body-centered cubic lattice at 50-50 composition are shown in Fig. 3.15.

We have calculated the ordering energies with contributions only up to the fifth neigh-

boring shell. The Table 3.1 gives us the weights Qn for the seven bcc based structures

required to obtain the ordering energies in this alloy system. These superstructures

are described in detail by Finel and Ducastelle [FD83]. We note that the segregated
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Figure 3.17: (left panels) V (~k) for Fe25Al75 shown as ~k varies on the plane bounded by
(top) (100) and (001) lines and (bottom) (001) and (110) lines (right panel) contour
diagrams of the left panel projected onto the plane bounded by (top) (100) and (001)
lines and (bottom) (001) and (110) lines.

phase and the two super-structures B11 and ST3 are unstable as low temperature

phases. The B2 structure has the lowest ordering energy with a competition from the

ST1 superstructure. This agrees with experimental observation of preferred transition

from a disordered phase at high temperatures into an ordered B2 one on lowering the

temperature.

Finally we shall examine the Fourier transform V (~k) of the pair energies and carry

out a Clapp-Moss type of analysis. The behaviour of V (~k) for a 25-75 composition

(x = 0.25) is shown in the left panels of Fig. 3.17 when ~k sits on the plane in re-

ciprocal space bounded by the lines (h00) and (00k) (shown on the top panel) and

(00h) and (kk0) (shown on the bottom panel). The contours of V (~k) projected onto
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these planes are shown in the right panels of Fig. 3.17. We note that in both the

projections the maximum sits at the point (100) (and its symmetry equivalents) (in

units of 2π/a) which on a bcc lattice indicates B2 ordering. The projections in the

bottom panels also show a minor peak at the point (0.5,0.5,0.5) which indicates an

incipient short ranged ordering possibility. Projections of V (~k) on the plane bounded

by (001) and (110) lines for two different compositions 50-50 and 75-25 are shown

in the Fig.3.18. The dominant maximum at the point (001) persists throughout the

composition range. However, the secondary maximum at (0.5,0.5,0.5) disappears and

is replaced by a uniform ridge separating the two minima. The B2 structure is given to

be the stable low temperature structure across the composition range and this agrees
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Figure 3.19: Monte Carlo results for Fe50Al50 showing transition around TC = 1250 ◦C.

with experiment.

3.5.3 Monte Carlo simulation

For a phase-space integration of the fluctuating order parameters of the system of

solids, Monte Carlo simulation is quite promising. In higher dimensionality it gives

precise estimations. Random binary alloys magnetic spin and compositions are framed

to a Ising like interacting Hamiltonian. Exchange Interaction between different types

of atoms is averaged over the whole system as discussed earlier, and is obtained by

the fitting of the alloy energy to a multi-site interaction expansion of the configura-

tion. The magnetic exchange interactions can be direct or mediated through a non-

magnetic species like here in the chosen case of FeAl alloys. With these interaction

strengths the phase transition shown by Monte Carlo simulation is in well agreement

with experimental data and more precise than the mean field estimations. In Fig.3.19,

the variation of chemical order parameter in the transition region is shown for Fe50Al50
binary alloy. This MC simulation on the bcc lattice gives an anti-ferro type ordering

at very high temperature which, necessarily, corresponds to a disordered A2 to or-
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Figure 3.20: Monte Carlo simulation of magnetic interactions for Fe50Al50 showing a
paramagnetic stability for temperature as low as TC = 95 ◦K.

dered B2 chemical transition. In the different panels of the same figure is shown the

temperature variations of fluctuations in the order parameter(equivalent to magnetic

susceptibility), the equilibrium internal energy due to configurations, and the Binder

cumulant with the expected nature for this class of transition. The MC simulation for

magnetic interactions (Fig.3.20) of Fe50Al50 yields a very low temperature(∼ 95◦K) of

transition to the ferromagnetic state. So the alloy in this atomic concentration region

is a paramagnetic ordered solid solution in the room temperature as observed in the

phase diagram(Fig. 3.1). Mechanical alloy formation of 1:1 stoichiometric Fe50Al50
ordered phase, due to high sensitive to environmental conditions, is prone to pro-

duce disordered solution in which the alloy shows ferro-magnetism coming out from

the change in local coordination of Fe atoms[AG01; TJ58]. However in the model

conditions of our calculations, the results show here yet another consistency. Explicit

consideration of the interaction strengths, however, shows a Lattice-size independent

behaviour due to the flattening of the transitions near critical region.

3.6 Conclusion & Future Plans

The suitability and accuracy of the Augmented Space Recursion (ASR) based Orbital

Peeling (OP) method for the generation of pair energies is found to be prevalent. The

phase stabilities of FexAl1−x binary alloys based on these pair energies are in agree-

ment with experimental evidence. The Monte Carlo code developed with all possi-
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ble corrective measures is found to give plausible results in an optimized time scale

and the whole computation process has become more robust and accessible. There

are, however, several scopes to improve the efficiency of the code. The provision for

more sampling the critical slowing down region, determination of the thermalisation

requirement on the fly of simulation etc. are viable attractive improvements. Like

the use of variable step size in particle transport MC, implementation of equivalent

schemes to accelerate the simulation far from transition can also be useful. The recur-

sion with ASR is now available with both relativistic corrections (including spin-orbit

terms)[Hud+04] and non-collinear magnetism implementations [Gan+11]. Since

earlier the ASR has been proposed as a analyticity preserving generalization of the

single-site mean-field coherent potential approaches, this work provides an incentive

to extend the use of the ASR to problems beyond the simple density of states calcula-

tions and in problems where relativistic corrections and non-collinear magnetism will

play significant roles.



CHAPTER 4

Short Range Ordering in FeCr Alloys

Introduction

Ferritic steels with BCC structure are most promising candidate structural materials

for advanced fission and fusion reactors due to their low activation by irradiation. The

properties to a first approximation are inherited mostly from the FeCr alloy, it being

the parent alloy. In fact, the Cr concentration is responsible for the radiation tolerance

of the system. The useful but unusual segregation of cr at different locations and

the complex behavior of magnetism in FeCr alloys has been attributed to its electronic

structure. This has been studied in some detail [KDF06; OAW06]. These studies reveal

that SRO plays an important role in this alloy system and changes from a ordering to

a segregating behavior at a critical concentration of around 4-10 % of Cr [Hen83;

MYM04]. This profoundly affects the thermodynamic behavior of this alloy [Ols+05]-

[Bon+09]. Atomic SRO can have predominant effects on the magnetic properties of

FeCr. Contributions of SRO to the chemical properties like free energy and enthalpy

of mixing have been studied in detail by Lavrentiev et al.[Lav+07]. The structural

phases of FeCr in the low Cr region has been found to have strong dependence on Cr

clusters. The SRO effects substantially diminish for alloys with Cr concentration above

20%.

In a recent study, Lavrentiev et al., [LDNM09] have employed cluster expansion to

the magnetic moment and observed the effect of Cr concentration by fitting the clus-

ter energy to that obtained by [ab-initio] calculations using DFT. Magnetic ordering

showed inflation in the high Cr-concentration region subverted by the configurational

disorder. There is a clear indication of direct relation between Cr-segregation and

the magnetic transition. We will try to have some numerical quantification of the de-

pendence. The electronic structure contribution of atomic short-range ordering in a

disordered alloys has been extensively studied within the Augmented Space Formal-

ism(ASF) [MP93] in the framework of TB-LMTO-Recursion and within a Non-Local

76



4.1 : Treatment of Short-range Ordering 77

CPA based on KKR(KKR-NLCPA)[Row+05]. These ground state calculations capture

the environment of alloy systems effect at 0 ◦K. But the correlation effects, as has been

found experimentally, may extend to sufficiently high temperature ranges, depend-

ing on the atomic characteristics and the concentration. Though solving excited state

quantum mechanical equations not possible, the statistical methods can be amalga-

mated with the ground state ab-initio calculations to proliferate the understanding.

4.1 Treatment of Short-range Ordering

Long range ordering(LRO) in alloy exists over a wider temperature range; And is much

more palpable compared to the Short ranged ordering. In the case of existence of a

perfect short range ordering(SRO), for example, in a binary alloy AxB1-xwith simple

cubic lattice and x = 0.5, every A-type atom has around it a B-type atom and vice

versa., long range order exists. But the LRO, responsible for the average properties

of the alloy may not always conceal the occupational preference of individual atoms.

Local ordering in these cases become crucial when the LRO vanishes above the critical

temperature. SRO is the shortest length scale usually used to describe the structure

of a material consists of an atom and its nearest neighbours, out to perhaps two or

three atoms distant. Though, in principle, it can contain any of all possible correlations

between the alloying atoms, a usual quantitative measure of SRO is the Warren-Cowley

(WC) SRO parameter [Cow50a; SM98] restricted to pair-correlations only :

α(x) = 1− Pr(AB)

1− x
= 1− Pr(BA)

x

Pr(AB) is the conditional probability of a site being occupied by B, given that its near-

est neighbour is occupied by A. Here we have considered only the nearest neighbour

sro, but it’s easily generalized for higher shells (Being local ordering, it should not be

more than 2-3 near neighbours) and specified directionality < lmn >. SRO parameter

is symmetric wrt exchange of A and B. For the binary alloy, then, all the probabilities

are defined as:

Pr(AB) = (1− α)(1− x) , Pr(BA) = (1− α)x ,

Pr(AA) = 1− (1− α)(1− x) , Pr(BB) = 1− (1− α)x .
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Figure 4.1: Schematic representation of short range ordering (left) Random binary
alloy (middle) Positive correlation (right) Negative correlation

The value of SRO parameter α in real space gives the idea of local decomposition

and ordering. In the absence of lro, very few sro parameters are non-zero. As shown

schematically in Fig.4.1 negative nearest neighbour WC parameter indicates tendency

to order, while its positive value leads to clustering or phase segregation. In the per-

fectly random disorder, SRO parameter is zero. Physically the occupation of ith site by

B-type atom is independent of whatever occupies its neighbour. And, thus, Pr(AB)=Pr(B) =

1− x irrespective of the local neighbouring.

SRO is directly obtainable from diffuse scattering intensities through mean-field

approximations or Inverse Monte Carlo numerical simulations. It is possible because

of understanding of the sro in terms of occupation variable n, in which the SRO pa-

rameter for p-th shell is

αp =
〈n0np〉 − 〈n0〉2

1− 〈n0〉2
,

where ni is the occupation of ith site, thence n0 is the occupation of the origin and 〈· · ·〉
represents the configuration averages. We note that these probabilities for BB, AA

and AB pairs are x2 + x(1 − x)αp, (1 − x)2 + x(1 − x)αp and x(1 − x) − x(1 − x)αp,

respectively.

The Warren-Cowley short range order parameter is explicitly related to the corre-

lation functions of the cluster expansion[Mul03].

So far the effect of SRO on magnetic phase transitions had no precise method of

study except through mean field approaches. We devise a technique which combines

the Special Quasi-random structures proposed by Zunger et al., [Wei+90; Zun+90]

and Monte Carlo (MC) simulations to quantitatively study the effect of SRO on the

magnetic phase transitions in FeCr. Zunger et al., proposed a novel method of treating

configuration averaging in a disorderd alloy. Structural models needed in calculations
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}
Figure 4.2: Schematic presentation of randomness of a small sqs cell(non-shaded) em-
bodying average correlations of several apparently non-random configurations(shaded
cells)

of properties of substitutionally random binary alloys AxB1−x are usually constructed

by randomly occupying each of the N sites of a periodic super-cell by A or B atoms.

Zunger et al., showed that it is possible to design “special quasirandom structures”

(SQS’s) that mimic, even for small sizes (N=8), the first few, physically most rele-

vant radial correlation functions of an infinite, random structure far better than the

standard technique using random number generators do. These SQS’s are shown to

be short-period super-lattices of 4 - 16 atoms/cell whose layers are stacked in rather

nonstandard orientations. Since these SQS’s mimic the local atomic structure of the

random alloy quite accurately, their electronic properties, calculated through first-

principles techniques, provide a representation of the electronic structure of the al-

loy. The close agreement between the density of states calculated on a small SQS of

size 16 and the much more elaborate calculation through Augmented Space Recursion

method is already established in the Fig.3.12.

4.2 Cluster Expansion

The cluster expansion method (CE) is an effective statistical tool for the search of

the thermodynamic ground state of a solid system. The concept is based on an Ising

Hamiltonian for the lattice occupation. To model the alloy for study, for each lattice

site i a fictitious spin variable Si is assigned. In the context of random binary alloy

AxB(1−x), Si takes value say −1 for ith site occupied by A-type atom and +1 otherwise.

The randomness in the alloy spans a configuration space, labelled by σ, containing

2N possible elements where N is the number or lattice sites. [Wei+90] Any property,

like the total energy (E(σ)) of the alloy, which depends on the topologically ordered

configuration σ of lattice can be parametrized in terms of these discrete variables
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as[SDG84]:

ECE(σ) = J0 +
∑

i

JiSi(σ) +
∑

i

∑

j<i

JijSi(σ)Sj(σ) + · · · (4.1)

Here Ji are configuration independent interaction energies. This equation can make

use of the underlying lattice symmetry. For that one needs to rearrange the equation

and introduce some terminologies. A particular spatial arrangement of number k of

atoms(vertices) is called a ‘geometrical-figure’ f which is also characterized by the

order m of neighbouring distance of separation and by the position l of the figure in

the lattice. Many of such geometric-figures are related to each other by symmetry

operation of the lattice and the group of all of them is identified as a figure F . The

Correlation function is defined as the average of the spin products of all the symmetry

equivalent figures.

ΠF (σ) =
1

NDF

∑

f∈F

(Sf1(σ) · · ·Sfk(σ)) (4.2)

where N ·DF is the total number of symmetry related figures and the product of spin

is taken over number of distinct k-sites (f1, f2, · · · , fk) in the cluster of the class F .

Then Eq. 4.1 is written in terms of correlation functions as

ECE(σ) = N
∑

F

DFVFΠF (σ) . (4.3)

Then, the configuration averaged energy is

〈ECE〉 = N
∑

F

DFVF 〈ΠF 〉 . (4.4)

VF , the configuration independent coefficients to represent the contribution of F to

E, are known as the effective cluster interactions and are needed to be calculated by

fitting with experimental or ab initio calculations. Correlation functions are invariant

under permutation of site indices and under translation by a lattice vector. When the

occupation is reversed, A↔ B, the correlations among an even number of sites are in-

variant, and correlations among an odd number of sites have the same magnitude but

the sign gets changed and to preserve the physical property of the alloy all odd coeffi-

cients are needed to be sign reversed. And also in the special case of 50− 50 alloy, all

odd-order coefficients vanish. {ΠF} forms a mathematically complete basis set. Hence

theoretically the above equation in its full expansion (2N -terms) gives the exact rep-
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Figure 4.3: Illustration of ‘figures’ in a 2D lattice showing some pairs, triplets, and
quadruplets with symmetric similitude in same colour

resentation of the physical property E for alloys, but practically one needs to consider

only few preselected figures and chops off higher order ones to some approximations.

The cluster expansion is very useful in studying configuration dependent physi-

cal properties of alloys like structural order disorder transitions, exhaustive ground

state searching, kinetics of defects and various surface and interface phenomena. In

stead of the meticulous DFT calculations one quickly solves a coarse-grained but faster

Hamiltonian to model macroscopic properties those have their origin in the atomic

interactions. There exists extensive developments[Ler+09; WC02] in these regards,

however, our approach here is radically different in the sense that we find the ex-

changes from ab initio calculations apriori and use the cluster expansion based special

shells, as our proposal, to accelerate the time consuming Monte Carlo simulations. The

SQS method proposed by Zunger et al., lowers the computation burden of the exist-

ing direct configuration averaging techniques. In this method one constructs supercell

to mimic the statistical characteristics of random alloys to a controllable accuracy. In

other words, the correlation functions of the constructed SQS supercells can match the

correlation functions of a random alloy with a selected error control.

The completeness of the orthonormal correlation function basis can be expressed

in a generalised form as

∑

σ

Πk,m(l, σ)Πk′,m′(l′, σ) = 2Nδkk′δmm′δll′

where {k,m} ≡ F . The site averaged correlation function as discussed earlier is

ΠF (σ) =
1

NDF

∑

l

ΠF (l, σ) (4.5)
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For a random infinite alloy R, for any figure f ,

〈Sf1 · Sf2 · · ·Sfk〉 = 〈S〉k

And thus the correlation functions can be expressed as follows [Wei+90]:

ΠF (R) = Πk,m(R) = 〈Πk,m〉R = (2x− 1)k (4.6)

The central idea of SQS approximation is to find or design a single N-atom periodic

structure — ‘S’, whose distinct correlation functions Πk,m(S) best matches the average

of the random alloy. If 〈E〉 is the ensemble average of the random alloy, then the

errors introduced by the use of the SQS can be represented by

〈E〉 − E(S) =
∑

k,m

Dk,m

[
(2x− 1)k − Πk,m(S)

]
Vk,m

The objective is to find S that minimizes the error.

4.2.1 Notes on Generation of SQS

The elegance of SQS as models for disordered medium is mathematically methodical

elegant but the procedure to find such SQS is not prescribed, so not unique. One of

the popularly used way is based on the idea of Reverse Monte Carlo(RMC), which have

been used in this work. The difference of correlation functions
[
(2x− 1)k − Πk,m(S)

]

is the cost function in the SQS generation. RMC is general method of structural mod-

elling based on experimental data. It is a variaation of standard Metropolis Monte

Carlo method, originally developed to model structures of liquids and glasses, in con-

sistence with available experimental constraints [MH92]. In RMC the mean square

distance of the distribution structure factors plays the role of the energy of standard

MC, where, the fluctuating field temperature equivalent is the experimental error. The

generation of SQS, more or less, follows the same principle of modelling of distribu-

tion of atoms, though, on a perfectly crystalline lattice. Minimisation of the sro gap

between the requisite and model structure, or an improved parameter such as the

cross-validation score, here, characterises the equilibrium. However, the search is not

Markovian and the convergence is thus slower or even not guaranteed at all. The ob-

tained structure may not be unique but to the applicability of this modelling, all the

arguments made for that of RMC by MCGREEVY [McG01] applies here so that once
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a suitable SQS with desired correlations found, Zunger’s methodology, as has been

discussed earlier, preserves all their statistics non-typical to how we obtained them.

4.3 Computation of Magnetic Exchange Interactions

According to the force theorem[ARM80; WWD85], small changes in ground state total

energy is reflected by the corresponding changes in the Kohn-Sham equations. For

example, we could investigate small changes in volume to find the pressure. The force

theorem is expressed by
dE

dp
=
∑

c,occ

∂En

∂p

and states that we only need to calculate the change in energy eigenvalues to obtain

the lowest order change in energy. This holds only up to the linear changes in charge

and the partial derivatives are explicit of capturing the change in energy eigenvalues

as direct consequence of the change in external potential and ignore the change in

energy eigenvalues due to the change in density.

In lower order change in magnetization densities due to small rotations of magnetic

moments, the force theorem can be extended[Lie+87; LK84] to calculate the magnetic

exchange interactions of collinear systems from the single particle band energies by

rigid spin approximation which assumes the dependence of exchange correlation field

on the magnetic orientation to be trivial. The magnetic force theorem (MFT)[Heine,SSP

35, 1, 1980][Osw+85] allows the evaluation of the Magnetic exchange interactions

(MEI) from one collinear configuration which is usually ferromagnetic. So one doesn’t

need to calculate several magnetic configurations by hand and then fit the energy as

is discussed earlier. Computationally, this method is thus very efficient. Assuming

infinitesimal rotation angles of the magnetic moments, however, is necessary in this

approach.

The total energy of the magnetic configuration of an alloy can be expanded as

E({µ̂}) = E0 +
∑

i

E
(1)
i (µ̂i) +

∑

ij

(µ̂i, µ̂j) + . . . ,

where µ̂i is the unit magnetic moment vector at ith site.

By the application of the magnetic force theorem, a small directional perturbation
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to the moment is approximated as

E({µ̂+ δµ̂})− E({µ̂}) ∼ Eband({µ̂+ δµ̂})− Eband({µ̂}) = δEband(δµ)

In KKR formalism, the formulation of Liechtenstein et al., directly follows from Lloyd’s

formula. The change in energy accompanied to the interactions of two µs at sites i

and j is, hence, obtainable by

δEband(δµ̂i, δµ̂j) ∼
1

π
ℑTr

∫ ǫF

dǫδt−1
i (ǫ)τ ij(ǫ)δt

−1
j (ǫ)τ ji(ǫ)

This energy can be mapped to an effective Heisenberg model

E({δµ̂}) = 1

2

∑

ij

Jijδµ̂i · δµ̂j

and the exchanges can be extracted.

In the Green function method using the Tight-binding linear muffin-tin orbital basis

with the effective medium of Coherent Potential Approximation, the exchanges are

JQQ′

(~Ri − ~Rj) =
1

4π

∫ EF

−∞

dE ℑm Tr
{
∆Q

~Ri
T ↑↑(~Ri − ~Rj)∆

Q′

~Rj
T ↓↓(~Rj − ~Ri)

}
(4.7)

Here Q,Q′ refer to the constituents Fe or Cr. ∆~R = t−1
~R,Q

− t−1
~R,Q′

, t is the scattering

t-matrix and T σσ′

(~Ri − ~Rj) is the path operator related to the off-diagonal element of

the Green’s function.

The left panel of Fig.4.4 shows the nearest neighbor exchange energies for the

different constituents. We note that the exchange energies are composition dependent

and the Fe-Fe exchange dominates over the other two. The right panel shows that the

exchange energies are damped oscillatory typical of disordered itinerant systems.

4.4 Results and Discussion

We generated the SQS structures and performed MC simulation on the magnetic dis-

tributions, initially distributed on the SQS. The standard Metropolis single flip dy-

namics was used on the derived Hamiltonian. For random initialization, it is usual to

take statistics of thermodynamic properties from multiple initialized configurations to
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Figure 4.4: (left panel) Nearest neighbor exchange energies. Fe-Fe exchanges are
much stronger compared to Fe-Cr and Cr-Cr exchanges over the entire concentration
range. (right panel) Fe-Fe exchange as a function of distance.

avoid trapping in local minima. This marriage between the SQS and MC saves us an

order of magnitude in computation time. Also it is enough to consider only one SQS

structure, because it intrinsically ensures the correct energy path of the simulation.

Another great advantage is that any degree of SRO, measured by the Warren-Cowley

parameter α can be built into the SQS. In this way perfectly random alloys as well as

alloys with requisite definite SRO can be mimicked by small super-cell structures and

we may couple this with a MC analysis and the computation can be done over a rather

short time scale. A maximum of 65536 Monte Carlo steps were considered for each

case from which 32768 steps were discarded for achieving thermalisation.

0 1 2 3 4 5 6 7
k

B
T (mRyd)

0

0.2

0.4

0.6

0.8

1

M
ag

n
et

iz
at

io
n

SQS

Random

0.5 1 1.5 2
k

B
T (mRyd)

0

0.2

0.4

0.6

0.8

1

M
ag

n
et

iz
at

io
n

SQS

Random1

Random2

Random3

Figure 4.5: Temperature variation of the Order parameter (left) for strongly ferro-
magnetic Fe75Cr25 shows equivalent natures for Monte Carlo runs from generated
random structures and the adapted method of Monte Carlo simulation on SQS struc-
tures. For both structures super-cells of 1024 sites were considered. (right) For Fe25Cr75
the agreement is less than the previous case.
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Figure 4.6: (Top left panel) Effect of SRO on the temperature variation of magne-
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alloy. (Bottom right panel) The variation of TC with composition, and comparison
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In the region of strong magnetic exchanges and weak chemical SRO, the dynamics

of the simulations of systems initialized by random structures and the SQS cell with

α = 0 almost fall on top of each other as in the left panel of Fig. 4.5. However, when

the Fe concentration is as low as 25%, in spite of having almost equal strength of

Fe − Fe exchanges, the numbers of such Fe − Fe pairs is rather low and the SRO-

effect dominates. We observe such effects in Fe25Cr75 shown in the right panel of

Fig. 4.5 where for equal number of Monte Carlo sampling for every structure, SQS

initialization becomes more efficient.

As we already have pointed out that in this way we can simulate magnetic proper-

ties of alloys having definite chemical SRO embedded in it. In Fig. 4.6 the results of

the simulations for observing the variation of magnetic transitions due to the chemical

orderings quantified by the SRO are shown.
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Fig.4.6 shows clearly the dependence of Tc on SRO. Box size of simulation was 432

atoms. Finally we compared the transition temperatures for the disordered FeCr. We

have chosen the SRO parameter to be the oft-quoted 0.2 around 50-50 composition.

The values of transition temperature are comparable to the earlier experimentally re-

ported values [Bur+83].

4.5 Conclusions & Future Plan

The effect of atomic sro is substantially influential on the magnetic properties of the

alloy. The novel concoction of MC and SRO suggested in this chapter has been suc-

cessful in capturing this effect. In addition it is advantageous in terms of simulation

experiments that incorporation of SRO in a SQS can be carried out in a controlled

manner. In MC simulation, random initialization of the atoms is often necessary for

statistical correctness. In that respect the combination of Monte-Carlo and SQS comes

out even more powerful in saving computation time without the loss of any exacti-

tude. Rather than carrying out multiple simulations over many randomly generated

configurations, we needed to perform Monte-Carlo on single reasonably small SQS

with equal accuracy. However, the generation of sqs with requisite sro is not very easy,

but this difficulty is easily circumvented by the fact that the sqs are inherently reusable

and once a database is created one doesn’t need to spend time on this part.



CHAPTER 5

Inter-biasing of Multiple Ordering in Al-
loys

Introduction.

In the last chapter, we looked an alloy system where the chemical SRO substantially

affected the magnetic ordering. Both the chemical and the magnetic ordering are

prominent properties of any alloy system and impart usefulness to it. Many of the

earlier theories of phase transitions focused on either magnetic or chemical ordering

and assumed that they were independent of each other [BL67; BV71; Kik+80; KS74;

The74; TK72; VB73]. However, the two fields existing in the same alloy leads to the

possibility of profound influence of one on the other[BVC78; HS75; TkK77]. There has

been several experimental observations [Han65; Hou63; MF74; OC77] regarding this.

Morán-López and co-workers [MH+85; MLF80; MLUML81] argued that for many al-

loys both of whose components were magnetic, ignoring this inter-dependence can

lead to results at variance with experiment. SCHMID [Sch92] using the interaction pa-

rameters from scattering experiments have studied Fe-rich narrow region of FexAl1−x

phase diagram in which better agreement is found by taking the chemical interactions

renormalized by the magnetic interactions. The chemical order-disorder transitions at

a critical temperature T0 go side by side with magnetic transitions at the Curie or Neél

temperatures Tc if one or more of alloy constituents are magnetic. This motivates for

searching a method that characterizes one transition by the other.

FeCo is an alloy system having all these typical peculiarities in its phase diagram

we have discussed. The magnetic Curie temperature of the bcc phase of FeCo increases

from 770 ◦C for pure iron to about 930 ◦C at 14.5 at%Co, beyond which the magnetic

transition temperatures coincide with the bcc− fcc structural transition. In the bcc re-

gion, chemical ordered super-lattice of the CsCl type exists which has a peak transition

temperature of about 730 ◦C around the equi-atomic composition. The order-disorder

88
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and the magnetic transitions show the same pattern wrt the composition. So, we con-

sider FexCoy alloy as the suitable candidate of our study.

In this chapter we shall first discuss a mean-field approach where both transitions

are addressed in the same footing. Several earlier workers have studied this alloy both

from mean-field [MH+85] and renormalization group [RC80] approaches. In all these

works the Hamiltonian parameters were taken as parameters fitted to experiment.

In our approach we shall derive these parameters from the first-principles density

functional based approach we have already discussed. Unlike the empirical parameters

we shall find that the chemical pair-energies and the magnetic exchange energies will

be both long ranged and composition dependent. The starting point is a suitable

Hamiltonian as suggested by Tahir [TkK77]. A mean-field numerical analysis rapidly

becomes insufficient for real materials. However, the trend is predicted quite well. We

shall follow this up by treating the Hamiltonian with coupled order parameters with a

Monte Carlo (MC) study. The combined MC has to be of a mixed type : the chemical

transition with conserved order parameters has to be studied with Kawasaki dynamics

while the magnetic transition has to be addressed with the Metropolis algorithm.

5.1 Mean-field Analysis

In order to study the phenomenon, we choose a Hamiltonian similar to that proposed

by Tahir-Kheli [TK72] :

H = Hmag +Hord−dis (5.1)

The Ising-like Hamiltonian is divided basically into two parts H0
mag and H0

ord−dis The

coupling is actually included in the magnetic component of the Hamiltonian which is

of the form

Hmag = −
∑

~Ri
~Rj

∑

QQ′

JQQ′

(~Ri − ~Rj)S
Q(~Ri)S

Q′

(~Rj)n
Q(~Ri)n

Q′

(~Rj) (5.2)

where nQ(~Ri) are local variables which describe the occupation of the site labelled ~Ri

by the species Q = A or B.

nQ(~Ri) =




1 if species Q occupies site labelled ~Ri

0 if not
. (5.3)
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The chemical part of the Hamiltonian contains only the occupation variables

H(ord−dis) = −1

2

∑

~Ri
~Rj

∑

QQ′

V QQ′

(~Ri − ~Rj)n
Q(~Ri)n

Q′

(~Rj) (5.4)

In the first step we transform the occupation variables to pseudo-spins C(~R) :

nA(~R) =
1

2
+ C(~R) nB(~R) =

1

2
− C(~R)

In the next step, since we wish to describe chemical ordering, we separate the system

into two inter-penetrating lattices. Let the positions on the sublattices be labelled by α

and β. Since we are considering in the purview of studying a binary alloy in mean-field

approach, it is reasonable to expect that the coupled interactions giving rise to ordering

will have major contributions from the lower order inter-sublattice interactions.

H =
∑

~R∈α,~R′∈β

[
V (1)(~R− ~R′)C(~R)C(~R′)− V (2)(~R− ~R′)

{
C(~R) + C(~R′)

}

− 1

2

∑

QQ′

JQQ′

(~R− ~R′)ηQQ′SQ(~R)SQ′

(~R′)
(
ηQQ′ + 4C(~R)C(~R′)

)

+
{
JBB(~R− ~R′)SB(~R)SB(~R′)− JAA(~R− ~R′)SA(~R)SA(~R′)

}{
C(~R) + C(~R′)

}

+ JAB(~R− ~R′)
{
SA(~R′)SB(~R)− SA(~R)SB(~R′)

}{
C(~R)− C(~R′)

}]
(5.5)

where V (1)(~R − ~R′) = V AA(~R − ~R′) + V BB(~R − ~R′) − 2V AB(~R − ~R′) is the chemical

effective-pair interaction, V (2)(~R − ~R′) = −1
2

(
V AA(~R− ~R′)− V BB(~R− ~R′)

)
is the

chemical potential strength of A-type over B-type of species and ηQQ′ = 2δQQ′ − 1.

In the Hamiltonian 5.5, for the choices Q ∈ {A,B} and sublattices ∈ {α, β}, we

have six degrees of freedom. The order parameters emerging from the thermally equi-

librated spin variables are the sublattice magnetizations :

〈〈SQ
ξ 〉〉 =MQ

ξ = {MA
α ,M

B
α ,M

A
β ,M

B
β }.

The two pseudo-spin variables Cα and Cβ are not independent of each other as the

chemical composition of the alloy is fixed. The thermal averages ρα = 〈〈Cα〉〉 and

ρβ = 〈〈Cβ〉〉 are the sublattice concentrations, and analogous to a solid-liquid phase, the
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order parameter, here, is defined as the difference in these concentrations.

L = 〈〈Cα〉〉 − 〈〈Cβ〉〉 = ρα − ρβ (5.6)

L is not local, rather a long range order parameter. In terms of the site occupation

variable n, the linearly dependent chemical order parameters are defined as pQξ ≡
〈〈nQ

ξ 〉〉, and pQξ is the concentration of Q-type of atom in ξ sublatice. In more explicit

form all the p’s are related as :

pA + pB = 1,

pAα + pBα = 1, pAα + pAβ = 2pA,

pAβ + pBβ = 1, pBα + pBβ = 2pB ,

where pA and pB are the atomic concentrations of the two constituents in the alloy.

Given these constraints, the long-ranged chemical ordering parameter L in a physically

more relevant form is :

L =
1

2

{
(pAα − pAβ )− (pBα − pBβ )

}
.

As for any mean-field theory, the spatial correlations between the spins on lattices

leading to magnetizations are ignored so that 〈〈SQ
α S

Q′

β 〉〉 =MQ
α M

Q′

β . The pseudo spin of

chemical interactions are decoupled as:

C(~R)C(~R′) = C(~R)〈C(~R′)〉+ 〈C(~R)〉C(~R′)− 〈C(~R)〉〈C(~R′)〉 .

With the omission of the irrelevant constant energy shifts in the Hamiltonian and

assumption that the nearest neighbour exchange predominantly contributes to the

energetics, the mean-field Hamiltonian is obtained in the form:

HMF = −
∑

α

∑

β

[
EαCα + EβCβ +

1

2
Eαβ

]
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where

Eα = −V (2) ρβ + (2ρβ + 1)(JAA
αβ M

A
αM

A
β − JAB

αβ M
B
α M

A
β )

+ (2ρβ − 1)(JBB
αβ M

B
α M

B
β − JAB

αβ M
A
αM

B
β )

Eβ = −V (2) ρα + (2ρα + 1)(JAA
αβ M

A
αM

A
β − JAB

αβ M
A
αM

B
β ) (5.7)

+ (2ρα − 1)(JBB
αβ M

B
α M

B
β − JAB

αβ M
B
α M

A
β )

Eαβ = ραρβ
[
V (2) + 2JAB

αβ (MA
αM

B
β +MA

β M
B
α )− JAA

αβ M
A
αM

A
β − JBB

αβ M
B
α M

B
β

]

The partition function of the system is

Z = Trace [exp(−H/kBT )]{C}

= 4 exp(zNEαβ/kBT ) [cosh(zEα/2kBT ) cosh(zEβ/2kBT )]
N/2 (5.8)

Here z = 8 is the coordination number for bcc lattice and Nα = Nβ = N/2. In this

coupled system the free energy F ≡ F (L,M, pA, T ) and its minima in these parameter

space are the stable statistical configurations. Eqn.5.8 is the mean-field partition func-

tion for the system with fixed magnetic moments and concentration. The free energy

per atom is

f = −1

2

[
Eαβ + kBT ln cosh

(
Eα

2kBT

)
+ kBT ln cosh

(
Eβ

2kBT

)]
. (5.9)

Minimizing with respect to the chemical order parameters we get the transcendental

self-consistent equations for the chemical order parameter L(pA,M, T ) :

L =
1

2

(
4pApB − L2

)
tanh

(
∆

2kT

)
, (5.10)

where

∆ = 2zJAB(MA
αM

B
β −MB

α M
A
β ) + zL

[
V − 2

∑

QQ′

JQQ′

ηQQ′MQ
α M

Q′

β

]
(5.11)

The decoupling scheme for the spin variables SQ(~R) –

SQ(~R)SQ′

(~R′) = SQ(~R)〈SQ′

(~R′)〉+ 〈SQ(~R)〉SQ′

(~R′)− 〈SQ(~R)〉〈SQ′

(~R′)〉
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for Q 6= Q′ and ~R 6= ~R′– having been re-employed in Eq.5.5, the corresponding free

energy minimization leads to a set of homomorphic equations for the magnetic order

parameters :

MQ
µ =

1

2
(2SQ + 1) coth

(
(2SQ + 1)

ΓQ
µ

2kT

)
− 1

2
coth

(
ΓQ
µ

2kT

)
, (5.12)

where

ΓQ
µ = 2Z

(
∑

Q′

JQQ′

MQ′

β pQ
′

µ′

)
(5.13)

The order parameters are coupled and Eqns. (5.10-5.13) constitute the mean-field

equations. There are two possibilities in the physical scenario: case-I Chemical transi-

tion occurs at a higher temp. than the magnetic one so that mξ = 0 during transition.

The chemical transition(T0) in this case is obtained from lower order approximations

of Eqn. 5.10 as kBT0 = pApBV .

case-II Magnetic transition occurs in a disordered medium(L=0). And the transition

temperature, with A-type magnetic only, is given by 2kBTc =
pA

4

∑
QQ′ JQQ′

ηQQ′ .
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Figure 5.1: The mean-field behaviour of magnetic and chemical order parameters cou-
pled. One of 50-50 alloy constituent is non-magnetic. (left panel) V is fixed and J is
varied. Increasing J suppresses order-disorder transition temperature T0. (right panel)
Here J is fixed and V is varied. With increasing V the magnetic critical temperature
Tc is elevated.
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5.1.1 Mean-Field Solution

Let us first solve the mean-field equations for a model case where only one of the

constituents is magnetic and the lattice, chosen here to be the body-centred cubic,

is exactly bi-partite. This means that MB
α = MB

β = 0, NA = NB = N/2. We shall

also consider simply nearest neighbour exchange energies. Referring to Eqn.5.4 we

appropriately choose V < 0 so that we have ordering rather than a phase segrega-

tion. We shall fix parameters such that the magnetic transition takes place at a higher

temperature than the order-disorder transition. The left panel of Fig. 5.1 shows the

behaviour of the coupled order parameters where we fix V and vary J = JAA. Once

the magnetic transition has taken place at kBT > 10 (Tc is higher for larger J) ini-

tially the alloy is still disordered and the two sub-lattice magnetizations are equal and

increase as we lower the temperature. At a critical temperature T0 < Tc ordering

begins and the magnetic constituent A begins to segregate to the sub-lattice labelled

β and non-magnetic B segregates into the sub-lattice α. The magnetic moment (per

atom) in the sub-lattice saturates at T = 0 to the value 0.5 (NA = N/2), while that

in the other goes to zero. We also note that for a fixed value of V , the order disor-

der transition temperature goes down with increasing J . In the right panel we show

the coupled behaviour of the order parameters with a fixed value of J and varying

V . The behaviour of sub-lattice magnetic moments is similar to the first example and,

as expected, the ordering temperature goes down with decreasing V . The ordering

temperature is therefore suppressed below its value for M = 0 as J increases.

The next example is one in which both the constituents are taken to be magnetic.

Slightly off-stoichiometric compositions : 40-60 and 60-40 were considered. This

means that even at T = 0 one sub-lattice will be filled with one type of atoms while

the other sub-lattice must have some 10% of wrong type of atoms. The exchange ener-

gies were fixed at V = 2.5, JAA = 2.0, JBB = 1.5, JAB = 1.8. As we shall see later

in our study, this choice is not inappropriate for FexCoy alloys. The results are shown

in Fig.5.2. Now, even after ordering begins since both the sub-lattices get populated

by magnetic atoms, the magnetic moment of both the sub-lattices increase and attain

saturation at T = 0.In this example, too, the ordering transition is suppressed below

its value in the absence of magnetism. This spontaneous outcome is the main message

of the coupled problem.
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Figure 5.2: Here both the constituents are magnetic. We show the behavior of the
coupled magnetic and chemical order parameters at two compositions (left) 40-60
and (right) 60-40.

5.2 Computation of Exchanges

When the lattice is divided to sub-lattices (ξ = α, β . . .) quantities like pQξ = NQ
ξ /(N/2),

with Q=A/B, represent the lro of the simulated lattice whereas the quantities σαβ
AB

(the probability that a specified nearest-neighbour position of an A atom on α sub-

lattice is occupied by a B-atom) calculated by counting the number of AB pairs, are

the short-range order parameters. Here A & B are generalised variables, can be atoms

or spins. For the given values of exchanges and concentration, the degree of order at

temperature T is completely characterised by these order-parameters.

The FexCoy alloy system with a body-centred cubic crystal structure undergoes a

paramagnetic to ferromagnetic transition in the disordered phase at around 1250K

followed by an ordering transition to a B2 structure at a lower temperature of around

1000K [Han65]. Experimental data on this alloy is available [BVC78; OC77]. Herring

[Her66] showed that the magnetism in this alloy is of the itinerant type, therefore

describing it in terms of an Ising model will require justification [MLF80].

We shall begin with an electronic structure determination of the valence electrons

of FexCoy. Disorder fluctuations in the alloy are local. Therefore, a tight-binding basis

will be the most suitable in describing such disorder. We shall choose the tight-binding,

linear muffin-tin orbitals technique (TB-LMTO)[AJ84] as our basic methodology. To
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Figure 5.3: (left) Estimates of the nearest neighbour exchange energies JQQ′

(R0) and
V (R0) for FeCo alloys obtained from the Lichtenstein formula implemented within the
LMTO-CPA. (right) The spatial extent of the exchange energies.

describe disorder we shall use the the coherent potential approximation (CPA).

Once we understand how the itinerant electrons provide each atomic sphere with

a magnetic moment, we note that these moments interact with one another leading

to (in this case) a ferromagnetic pattern. We shall describe the ordering phenomenon

following the generalized perturbation method (GPM) proposed by Ducastelle and

Gautier[DG76]. We start with a perfectly random arrangement of up or down mo-

ment carrying atomic spheres of Fe and Co. Then we introduce local configuration

fluctuations as perturbations into the system. The total energy in GPM is written as:

E = E0 +
∑

~Ri

E(1)(~Ri)δn~Ri
+

1

2

∑

−→
Ri

∑

−→
Rj

E(2)(|−→Ri −
−→
Rj|)δn~Ri

δn~Rj
+ . . . (5.14)

where δn~Ri
is the perturbation in the occupation variable: depending on the orienta-

tion of moment at the site ~Ri, these take the values ±1.
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Figure 5.4: (left) Finite size effect of two order parameters with system size Fe50Co50.
(right) The shift of the ordering temperature caused by magnetic ordering for Fe50Co50.

The first two terms play no role in the emergence of ordering in the bulk. The

the third term E(2) is the required exchange interaction which maps our problem onto

the equivalent Ising model of our system. The magnetic exchange interactions are

calculated by the magnetic force theorem of Lichtenstein et al., [Lie+87; LK84] and

the chemical effective pair interactions within the GPM.

The exchange energies are shown in Fig. 5.3. We note that in contrast to earlier

works with parameterized exchange couplings our first-principles approach indicates

that they are explicitly composition dependent. Although all exchange energies are

dominated by the nearest neighbor terms, they are also reasonably long ranged and

damped. For our Monte Carlo calculations we have retained both the composition

dependence and exchange energies up to the fourth nearest neighbour on the body-

centred cubic lattice.

5.3 Inadequecies of Mean-field calculations

The mean-field solutions obtained earlier for model situations are indeed indicative

of a strong inter-dependence. However, for the real exchanges obtained from the ab-

initio calculations, the self-consistent equations 5.10–5.13 are numerically unstable

with multiple divergences. So the transitions are not characterised properly. Fur-

thermore, the estimation is limited to first neighbour interaction only. Though the

successive exchange interactions are substantially lower compared to the first neigh-

bour interaction, the effect of sign change up to few neighbours has to be included.
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These inadequacies drives us for consideration of an explicit numerical simulation free

from such restrictions.

5.4 Monte Carlo Set up

We shall now carry on a Monte Carlo simulation analysis with the coupled order-

parameter Hamiltonian given by Eqn.(5.1) with our calculated exchange energies up

to the fourth nearest neighbours on a body-centred cubic lattice. The magnetization,

being a non-conserved parameter, is treated with the conventional Metropolis algo-

rithm. On the other hand, the chemical order parameter is conserved since the global

composition of the alloy remains unchanged throughout. The updating of chemi-

cal orderings has to follow Kawasaki dynamics [Kaw66]. In the Kawasaki update

we exchange only nearest neighbour atoms with a probability min {1, exp−∆E/kBT},

where ∆E is the energy cost of the interchange. The sweeps are now repeated con-

secutively till thermal equilibrium is achieved.

In the code, this dual degrees of freedom of a site invites additional slowing down

effects. In order to streamline the incorporation to already developed code, we enlist

all the four possibilities as different variables, as shown in Fig.5.5, so that any two-spin

interaction is a distinct number in the array. Corresponding interaction energy is stored

in a table for quick access thereby refraining from carrying out repeated floating-point

operations . For each Monte Carlo step the entire lattice was updated as per the details

mentioned in Ch.3. However, One Monte Carlo Step(MCS) here refers a first sweep

over the lattice with one single-spin flip Metropolis updating for the magnetization
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followed by a second sweep with Kawasaki updating for chemical ordering.

5.5 MC Results

In the Monte Carlo simulation, a total of 65536 steps were tried from which initial

32768 attempts were discarded before getting averages of properties. In order to avoid

the possibility of getting trapped in local energy minima, we started with multiple

random configurations and averaging was carried out over all of them. To get the

estimates of transition temperature we carried out Monte Carlo on different cell-sized

lattices and obtained the transition temperature using the universality property of the

fourth order Binder cumulant[Bin81] at Tc over the finite size of the cell of the simu-

lation. The left panel of Fig.5.4 shows the size effect on the two (scaled) order param-

eters. The right panel of Fig.5.4 shows the suppression of the ordering temperature

because of the coupling with magnetic ordering. The left top panel of Fig.5.6 shows

the internal energy variation with temperature showing the two characteristic inflec-

tion points corresponding to the two phase transitions. This is better reflected in the

two peaks in the specific heat. Such a behavior was predicted also in the mean-field ap-

proach of Móran-Lopéz and Falicov [MLF80]. These results are for the stoichiometric

50-50 composition.

We have carried out Monte Carlo analysis for compositions across the range and
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the composite results for the transition temperatures are shown in the right panel of

Fig.5.6. For comparison we have also shown the experimental results from Hansen

[Han65] and Oyedele and Collins [OC77]. We first note that our Monte-Carlo analysis

based on our first-principles evaluation of the exchange energies for the magnetic

transition agree excellently well with experimental data. In the Co rich part of the

phase diagram, the magnetic and chemical transition temperatures are well separated,

and the coupled and uncoupled solutions for the chemical transition temperatures

agree with each other and with the experimental data. However for alloys with Fe

content greater than 60%, magnetism and chemical orderings are strongly coupled

with the former suppressing the latter to lower temperatures. Fig.5.6 right panel shows

that the coupled solution for T0 and experimental data agree appreciably well. The

uncoupled solution is way off the mark.

5.6 Conclusion & Future Plans

We observed that the two types of transitions, magnetic and chemical order-disorder,

in alloys can be interdependent on each other. Our study confirms the suppression of

the chemical ordering temperature caused by a magnetic transition at a higher tem-

perature in FeCo alloys. In the combined way of Monte Carlo simulation we devised,

results obtained are in close agreement with experiments. And this agreement con-

firms the proposed underlying understanding of the interdependence. This general

method of simulation can also be useful in combining any such interactions supposed

to be inter-influential. In this study, we conclude that for studies of alloy magnetism it

is imperative to take this coupling into account.

In the thesis we conducted studies on chemical and magnetic properties of disor-

dered alloys arising from electronic interactions. We discussed the methods on disor-

der averaging and focussed on assessment of spontaneously manifested natural prop-

erties from ab-initio methods. The ground-state calculations based on DFT is utilised

and combined with statistical approaches for finite temperature predictions. Reason-

able agreements with experimental results were always sought for and eventually ob-

served. Nonetheless, opportunities for improvements is never limited to predicaments.

The simulation, as there always would be, has many scopes for improvements to im-

prove the fineness of understanding.
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[Sel06] W. SELKE. “Critical Binder cumulant of two-dimensional Ising models”.

The European Physical Journal B 51.2 (2006), pp. 223–228.

[SF78] J. SANCHEZ and D. de FONTAINE. “The fee Ising model in the cluster

variation approximation”. Phys. Rev. B 17.7 (1978), pp. 2926–2936.

[SK54] J. C. SLATER and G. F. KOSTER. “Simplified LCAO Method for the Peri-

odic Potential Problem”. Phys. Rev. 94.6 (1954), pp. 1498–1524.

[Skr11] HANS L. SKRIVER. The LMTO Method: Muffin-Tin Orbitals and Electronic

Structure. Springer, 2011.

[Skr85] H. L. SKRIVER. “Crystal structure from one-electron theory”. Phys. Rev.

B 31.4 (1985), pp. 1909–1923.

[Sla37] J. SLATER. “Wave Functions in a Periodic Potential”. Phys. Rev. 51.10

(1937), pp. 846–851.

[SM96] TANUSRI SAHA and ABHIJIT MOOKERJEE. “The effects of local lattice

distortion in non-isochoric alloys: CuPd and CuBe”. J. Phys.: Condens.

Matter 8.17 (1996), 2915âĂŞ2927.
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